Graphical Models and Inference, MT 2010 Problem Sheet 4

1. Consider X ~ N3(0,X). Show that X7 1L X5 | X3 if and only if

P12 = P13P23,
where p;; denotes the correlation between X; and Xj.

2. Show that if X ~ N3(0,X) with X regular, then X7 1l X5 and X; 1L X5 | X3
implies that either X 1l (X2, X3) or (X7, X3) 1L Xo.

3. Consider a Gaussian distribution N4(0,X) with
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What is the conditional distribution of Xy given (X; =1, X4 = 0)?

4. Let X1, Xy, X3, X4, X5 be independent with X; ~ N(0,1). Define
recursively

Y1« X1, Yo+ Xo+Yi, Y3 X3+Yo, Vi Xy+Y3, Y5 X5+Y,.

Find the covariance matrix ¥ of Y
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(d) Find the conditional distribution of Y3 given Y1 = y1,Ys = 40, Yy =
Ya, Y5 = ys.

Find the concentration matrix K = X~ of Y.

Construct the dependence graph of Y
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5. Consider a Gaussian distribution A4(0,%) with K = 7! satisfying
the conditional independence restrictions of the graph G = (V| F) with
V ={1,2,3,4} and E = {{1,2},{2,3},{3,4},{1,4}}. Assume that
the following Wishart matrix has been observed, with 10 degrees of

freedom:
10 1 4 4
1 10 2 5
4 2 10 2
4 5 2 10

Perform one full cycle of the IPS algorithm to find the MLE of the
concentration matrix, starting with K = 1.
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