Graphical Models and Inference, MT 2009 Problem Sheet 6

1. Consider X ~ N3(0,X). Show that X; Il X5 | X3 if and only if

P12 = P13P23,

where p;; denotes the correlation between X; and Xj.

2. Show that if X ~ N3(0,X) with X regular, then X7 1l X5 and X7 1l X5 | X3
implies that either X; 1L (X2, X3) or (X1, X3) 1L Xs.

3. Consider a Gaussian distribution N4(0,X) with
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What is the conditional distribution of Xs given (X7 =1, X4 = 0)?
4. Let X1, X9, X3, X4, X5 be independent with X; ~ A(0,1). Define recursively
Yi— X1, Yo=Xo+Y1, VY3 X3+Ys, Vi Xu+Y; VY5 — Xs5+Ys
(a) Find the covariance matrix ¥ of Y;
(b) Find the concentration matrix K = %=1 of Y.
(¢) Construct the dependence graph of Y;
(d) Find the conditional distribution of Y3 given Y1 = y1,Ys = y9,Yy =
Y4, Y5 = ys.

5. Consider a Gaussian distribution N35(0,3) with K = X~! satisfying the
conditional independence restrictions of the graph G = (V| F) with V =
{1,2,3,4,5} and F = {{1,2},{1,3},{1,4},{1,5}}.

(a) Show that the determinant of ¥ satisfies
5 5

det ¥ = Haii H(l — p%])

i=1  j=2
where p;; is the correlation between X; and Xj;

(b) Express the covariance o3 in terms of the variances o011, 092, 033, 044, 055
and the covariances 019,013,014, 015.

6. Consider a Gaussian distribution Ny(0,3) with K = X~! satisfying the
conditional independence restrictions of the graph G = (V| E) with V =
{1,2,3,4} and F = {{1,2},{2,3},{3,4}}. Assume that the following Wishart
matrix has been observed, with 10 degrees of freedom:

10 1 4 4
1 10 2 5
4 2 10 2
4 5 2 10

Find the maximum likelihood estimate of the concentration matrix.
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