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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity

Test for independence

If X and Y are independent , X ~ '(a,7), and Y ~ '(ay,7),
then the ratio X /(X 4 Y) follows a Beta distribution:

B X
CX+4Y

B(ow, vy ).

A multivariate analogue of this result involves the Wishart
distribution and asserts.
If Wi ~Wy(fi,Z) and Wo ~ Wy(f, L) with f; > d, then the

distribution of
det( Wl)

~ det(Wy + Wh)

does not depend on ¥ and is denoted by A(d, fi,f). The
distribution is known as Wilks' distribution.
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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity
Test for independence

To see that the distribution of A does not depend on X, we choose
a matrix A such that AXAT = /;. Then

W; = AW, AT ~ Wy(Ffi, Iy)

and

det(W1)  det(A)det(Wi)det(AT)

= — = =A.
det(Wy + Wh)  det(A)det(W; 4 Wa)det(AT)

A=

Clearly, the distribution of A does not depend on ¥ and as A = A
this also holds for the latter.
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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity

Test for independence

Wilks' distribution is closely related to the Beta distribution. [/t

holds that
d

ANET] B

i=1

where B; are independent and follow Beta distributions with
Bi~B{(h+1—-1)/2,f/2)}.
Indeed the distribution of
(W1 + Wa)~twy

is also known as the multivariate Beta distribution.
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Wilks’ distribution a Beta distribution

ntity

Test for independence

We first need a useful result about determinants of block matrices.

If Ais a d x d symmetric matrix partitioned into blocks of
dimension r X r, r X s, and s X s as

Al A
A= ,
< A Ax >

det A = det(A11 — A12A521A21) det(Agg). (1)

it holds that

Here the entire expression should be considered equal to 0 if Ay
is not invertible and det(Ax) = 0.
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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity
Test for independence

This follows from a simple calculation

. A1 A lrscr Orxs
det(A) = det< Aoy Ao )det( A Aoy o >
~ et ( A1l — ApAy Asr Ar )
0s><r A22
= det(A11 — A12A£21A21) det(Azz).
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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity
Test for independence

Consider a partitioning of W and X into blocks as
W11 W12 ) < le z12 >
W= , X= ,
< W21 W22 Z21 Z22
where Y11 is an r X r matrix, X2 is s X s, etc.

If W ~ Wd(f, Z) and Y10 = Y1 = 0 then

det(W)
det(Wi1) det(Way)

~Nr,f—s,5)=N(s,f—r,r).
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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity
Test for independence

To see this is true we first use the matrix identity (1) to write

det(W) _ det(W1|2) _ det( W1|2)
det(Wi1)det(Wa) — det(Wa1)  det(Wypp + Wi Wy, War)’

where Wypp = Wiy — Wip Way' Woy.
Next we need to use that if X1 = 0 and thus 21‘2 =21, it

further holds that W1|2 and Wio W2_21 Wh1 are independent and
both Wishart distributed as

Wip ~ Wi(f —5,%11), WiaWay War ~ W, (s, T11).

We abstain from giving further details.
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Definition
Wilks’ distribution Relation to Beta distribution

A matrix identity
Test for independence

Wilks' distribution occurs as the likelihood ratio test for
independence. Consider X1, ..., X, ~ Ng(0,X). The likelihood
function is

L(K) = (det K)"/2e=tr(kKW)/2,

As this is maximized by
K=nw!
we have
L(K) = (det W)~"/2e=nd/2,
If X120 = 0 we similarly have

L(K11, Kao) = (det Wyp)™"2e=""/2(det Why)~"/2e™"5/2,

Hence the likelihood ratio statistic is

L(R111R22) _ { det( W) }n/2 _ /\,,/2.
L(K) det( W11) det( W22)
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Definition and relation to Wilks’ A

Hotelling's T2 Relation to Fisher’s F

Let Y ~ Ny(p, cX) and W ~ Wy(f,X) with f > d, and Y 1L W.
Then

T2 =f(Y —p) "W (Y —p)/c
is known as Hotelling’s T2. This is the multivariate analogue of
Student's t (or rather t2).
It is equivalent to the likelihood ratio statistic for testing u =0

from a sample Xi,..., X, where then Y = X, W = 3".(X; — X),
f=n—1and c=1/n.

It holds that

1

—— ~N(d,f,1) = N1, — 1,d).
1+T2/f (dv ) ) (a d+ 7d)
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Definition and relation to Wilks’ A

Hotelling's T2 Relation to Fisher’s F

To see this we exploit the matrix identity (1) and calculate a
determinant in two different ways. We may without loss of
generality let u = 0. We have

det( Y/Wﬁ _Yl/ﬁ > =det(W + YY T /c) -1,

But we also have

det< Y/Wﬁ _Yl/ﬁ) = det(1+ Y 'W7lY/c)det W

= A+Y"WY/c)det W
(1+ T2/f)det W.
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Definition and relation to Wilks’ A

Hotelling's T2 Relation to Fisher’s F

Hence

1 _ 1 _ det W
1+ T2/f 1+YTW-1Y/c det(W+YYT/c)

The result now follows by noting that Y ~ Ay4(0, cX) implies
YYT/c ~Wy(1,%). Since

A, f,1)=NA(1,f —d+1,d)

and the latter is a Beta distribution, it also holds that

f—d+1

T2~ F(d,f+1—d

where F denotes Fisher's F-distribution.
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