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Abstract

Multilevel mendels are proposed 1o study relational or dvadic da
sumed e reler e a dvadic relation between individuals in the groups.

groups. The variable under study is
The proposed maode
and child are emphasized in these moedels Mul

zed maodels, even with m

1est specn

Familics are complex groups. Although this
is a platitude, all too often the statistical
models used have failed to capture very
much of that complexity. Data about rela-
tions between family members are espe-
cially difficull 1o analyze statistically in a

way that does justice to the complexity of
the data structure. One wav of modeling
family dalais to consider the measurements
to be a function of the family as a whole, the
individual family members, and the dvads
within the [amily (eg., mother-father,
mother—child). For example, the de
which a mother reports feeling coldness to-
ward her son may be a function of how
much coldness exists in that family overall,
as compared o other families. It may also
be a function of the mother
very cold person. The mother—son coldness

ce Lo

she may be a
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i families or other

from multiple persor

ons of the Soctal Relations Model, The ditferent reles of father, mother,
vel models provide rescarchers with a method 1o estimate
the varianees and correlations of the Social Relations Maodel and to incorporate the effects of covs

tes amd

score may also be a lunction of the son—he
may be a difficult child and, on average,
people may not feel so warm toward him.
Finally, this score may reflect a unique rela-
tional component such that, compared 1o
the relations of the mother to the other
family members, and compared to the rela-
tions of this son with other family members,
the mother feels especially cold toward her
son. The Social Relations Model (SRM;
Kashy & Kenny, 1990; Kenny & La Voie,
1984) is a model that captures these multi-
ple levels of analysis inherent in families.
This article is aboul relational data

that is, data referring to relations between
individuals, where, moreover, the individu-
als are nested in groups. Because relations
are between pairs or dvads of individuals,
relational data is also called dyadic dara.
Although the methods can be applied 1o
other kinds of groups {c.g.. task-related
groups with or without a formal role struc-
ture) we focus on relations in families. Th
each observation refers to the relation of
one family member directed (o another
family member. For instance, cach family
member may report how warm his or her
relationship is with each of the other family
members. Typically, the family consisis of a
father, a mother, and one or more children.

471



472

Dvadic data are typically directed-—that
is, the measured relationship of person § to
person j is different from the measured re-
lationship of person j to person L A data-
collection method where family members
report on their relationship or behavior to-
wards, or their perception of, other family
members leads to directed data. Person A
reporting of her relation (o person £ may
be different from person B reporting about
his relation with person A. The respondent
reports his or her perceptlion that may dil-
fer from the perception of the other person
in the relationship. This reflects the distine-
tion between the person (the actor) who
reports the perceptions and the other per-
son who is the partner in the relationship.
The two individuals involved i cach data
point are referred to as the actor and the
pariner of the relation. Thus, a mother (ac-
tor) might judge how warm her child (part-
ner) is. Another way to indicate this is that
the relation is from person i (the actor) fo
person § (the partner). There is an cssential
asymmeliry between the roles of the two
individuals in a dyadic relationship. Aclor
and partner are referred 1o as the positions
of the individual with respect to a given
directed relation, retaining refe for the roles
of father, mother, and child. Actor and part-
ner clfects are used as generic terms. In
other contexts, different terms might be
used, For example, if the data are inlensities
ol observed communications, then sender
and receiver would be more appropriale
terms; il Mows of resources, then giver and
recetver would be used: and if perceptions
are measured, then perceiver and target
would be used.

The essentials of the SRM are decep-
tively simple. A dyadic measurement is as-
sumed (o be a function of the actor, partner,
and a residual. The actor effect refers 1o
how the actor generally behaves with or
sees others. The partner effect refers to how
people generally behave with or see the
person. The residual or relationship effect is
the interaction of actor and partner. The
formal statistical model is presented later.

There are various difficulties in the esti-
mation of the SRM parameters with tradi-
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tional methods such as random effects
analysis of variance (ANOVA]) (Bond &
Lashley, 1996; Kenny & La Voie, 1984) or
structural equation modeling {Bollen, 1989,
Kashy & Kenny, 1990; Kenny, 1979). These
difficultics are elaborated later in this arti-
cle and can be summarized as follows. First,
there is nol one method of estimation but
several, one for which group members do
not have fixed roles and one for which they
do, Second, missing data is especially prob-
lematic for traditional methods. It can hap-
pen that the loss of just onc observation
resulis in the loss of an entire group. Third,
covariates cannot easily be incorporated
into the traditional approach. Fourth, spe-
cialized models cannot be easily estimated
by traditional methods.

The innovative estimation stralegy pre-
sented in this article solves all of these
problems. First, and foremost, it is a single
unified approach to estimation. Morcover,
maximum hkehihood estimation is uvsed,
and so estimates are statistically optimal
and model comparisons can be made. Sec-
ond, the data are allowed to be incomplete
in the sense that data are missing for some
of the dyads, The number of children may
vary, and some families may have data from
only one parent. The methods that we pre-
sent do not require that every lamily have
the same number of children and both par-
ents. Third, covariates, such as age or gen-
der, can be taken into consideration.
Fourth, specialized models can be esti-
mated. For instance, we can force variances
to be equal to cach other or 1o zero.

We use the Hierarchical Linear Model
(HLM} or multilevel model to analyze fam-
ily data. This model is becoming increas-
ingly well-known and utilized in social sci-
ence research (Bryk & Raudenbush, 1992;
Goldstein, 1995; Snijders & Bosker, 1999).
The multilevel model is a statistical model
for the analysis of data with a hierarchical
nested structure (e.g., individuals nested in
groups). Because SRM data are, indeed,
data with individuals nested in groups, it is
clear that the multilevel model is applicable
to this type of data. However, dvadic data
have the specific complexity that each data
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point, corresponding 1o a directed relation
from individual { to individual §in family &,
refers to two individuals instead of only
one. In hierarchical linear models, there 15
not a single “unit of analysis™ (such as the
“respondent™ in traditional social science
research), but several. The group or family,
as well as the individual, as well as the dy-
adic relation between two individuals, all
arg in principle important as units of analy-
sis. The cffect of an individual as an actor is,
in general, different from his or her effect as
a partner. The dyadic relation between per-
sons f and §is defined as the pair of relations
between these individuals: the relation
from { to j and the relation from j to 7. Thus,
dyadic measurements refer to at least three
units of analysis; the group. the individual
person (both actor and partner), and the
dyad.

The multilevel model Tor dyadic data
formulated below takes account of this
complexity by random effeces associated to
each of the umnits of analysis, and by fived
effects of variables that depend on these
units. The random effects allow a comphi-
cated within-family correlational structure
that corresponds to the complex logical
structure of the data. The fixed effects arc
similar 1o effects in traditional regression
analysis and allow the inclusion of effects of
covariates, depending on the family, the in-
dividual, the dyad, and the observation.

In SRM designs, the units at these levels
are not neatly nested, because each relation
belongs 1o two individuals, rather than one.
This implies that actor and partner have
crossed random effects within the groups.
Therefore, this model does not have the
usual form of the HLM as described in
Bryk and Raudenbush (1992) and Gold-
stein (1995), However, special extensions of
the HLLM have been developed that do al-
low crossed random effects (cf. Goldsiein,
1994, 1995, Chaptler 8; Raudenbush, 1993;
Snijders & Bosker, 1999, Chapter 11). We
explain in this article how these exiensions
allow for the estimation of the SEM model
by multilevel models.

Multilevel models have been used be-
fore with relational data. One example is
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that of Raudenbush, Brennan, and Barnett
(1995). However, their approach is limited
to dyadic over-time data on couples (i.c.,
different dvads necessarily contain differ-
ent individuals), The models developed in
this article are meant for designs where
gach group or family yields data on multi-
ple relations; for instance, if the data are
complete, this makes for a round-robin
structure (everyone rates or interacts with
everyone ¢lse). Further, we do not require
repeated measures, although the proposed
technique can be extended to repeated
measures. An application of multilevel
maodeling to personal, or egocentric, net-
works (the set of relations of respondents
who are themsclves not relationally con-
nected) is presented by Snijders, Spreen,
and Zwaagstra (1994). A method for ana-
lyzing dichotomaus dyadic data is proposced
in Van Duijn and Lazega (1997) and Van
Duijn and Snijders (1997),

Several soltware packages for estima-
tion of multilevel models are available,
each with its own advantages and disadvan-
tages: for cxample, MLn (Rasbash &
Woodhouse, 1995) and its Windows version
MELwiN (Goldstein et al., 1995, information
aboul these programs is available at the
wib site, hitpdfwwwiocacuk/multilevel/),
VARCL (Longford, 1993). and HLM
i Brvk, Raudenbush, & Congdon, 1996). Es-
timation of the models presented here re-
lies on the estimation of random slope
maodels with equalily constraints on the ran-
dom slope variances. This option is cur-
rently possible only in M La. For the models
presented in this article, formulations are
given that allow them to be estimated using
MLn. This program was used for the com-
putations for the examples. MELn macros,
which can be used to specify these models
for the MLn and MLwiN programs, can be
obtamned from the first author’s web site
(http:/fstat.gamma.rug.nlfsnijders/).

The Social Relations Model

First we review the Social Eelations Model
(SRM; Kashy & Kenny, 19Nk Kenny, 1994;
Kenny & La Voie, 1984) and indicate how it



474

can be interpreted and estimated as a mul-
lilevel model. Consider a single group con-
taining x individuals with no roles {eg.,
mother or father) distinguishing the differ-
ent group members. The basic data point is
denoted ¥, indicating the relation from in-
dividual { to individual j. So. for instance, il
the variable were smiling, then Yy would
represent how often person § smiles at per-
son j. and ¥y would represent how much §
smiles at i

We consider the data set of Table 7 in
Warner, Kenny, and Stoto (1979}, In their
study, conversalions were examined among
cight different people. Each person was
paired with cach of the other seven people,
resulting in 28 different conversations on
three different days for 12 to 15 minuies,
For each conversation, the percentage of
time speaking was recorded. In our reanal-
ysis, ¥y s the percentage of time that /
spoke to . averaged over the 3 days; indi-
vidual ¢ 15 the actor for this vanable, while |
is the partner. The SRM describes the re-
sponse ¥y oas the sum ol an overall mean p,
an actor effect A, a partner effect B;, and a
dyadic or relationship effect Ey:

Yy=u+ A+ B + E, (1)

Thus, an individual with a high value of
Ajpenerally talks more in all conversations,
an individual with a large value of 5; is
generally talked 1o more in all conversa-
tions, and if Ey is large then i talks more 1o
fin his or her conversabion than coald be
cxpected on the basis of the speaker’s gen-
eral effects A; and B,. The letters i and j are
used to denote mdividuals in the actor and
partner position, respectively, but refer 1o
the same set of individuals. Thus, 7 and j take
on values | through s, and A and 8 refer
to the actor and partner effect of the same
individual (i.e., the individual with number
1) These ¢ are assumed 1o have a qero
mean and to be mutvally uncorrelated
across individuals, so that the variance of ¥
15 theoretically decomposed as the sum of
an aclor variance, a pariner variance, and a
dvadic variance. However, it is assumed
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that correlation exists, over the nindividu-
als, between their actor effects A; and their
partner effects ;. Individuals who talk
more might chieil less talk rom others (g
negative correlation) or they might elicit
more talk {(a positive correlation).

In addition to the actor and partner cor-
relation, another correlation might exist:
the reciprocity, or mutuality, effect. This ef-
fect expresses that there is a special corre-
spondence between the relation from § 1o f
and the relation from § to i Reciprocity
ellfects are known 1o be fundamental in so-
cial network analysis (cf. Kenny & La Voie,
1984, p. 157, and Wasserman & Faust, 1994},
For dyadic measurements that have the in-
terpretation of friendship or affection, usu-
ally a positive correlation exists between
these two reciprocal relations. For rela-
tional variables that express a directional
inequality, like influence from § on j, or §
teaching something (o j, there is likely a
negative correlation between the reciprocal
relations. Therefore, it is necessary to as-
sume that a correlation can exist between
the two reciprocal dyadic effects, £y and [
For the Warner et al, (1979) data, positive
reciprocilty  would imply  that in dyads
where one person talks a great deal to one
partner, that partner also talks a great deal
in return,

Except for the correlations mentioned
up to now, all correlations between random
clfects in Eguation 1 are assumed o be
zero, The general characteristics of individ-
ual 7 are reflected in the actor and partner
clfects of this individual, while there are
dyad-specific deviations from these individ-
ual patterns,

To estimate

the SEM as a multlevel
maodel, our strategy is as follows, There are
two levels: the group and the observation.
We the procedure (o estimale
crossed random effects also used in MLn
(a5 described in Rasbash & Woodhouse,
1995 and in Goldstein ot al, T995). Dummy
variables are created for each individual ac-
tor and partner within the group, denoted
ay 1o ay for the actors and oy to py, for the
partners. Also, we define n(n —1) dummy
variables for each dyad, denoted as o> (for

Feallerwe
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the dyad composed of persons 1 and 2)
through dy- 7. The dummy variables are
delined as follows:

if actor is individual [ (zero
otherwisc),

il partner is individual § (zero
otherwise),

ij =

2

for ¢ from 1 to s, and

dii = 1 if actor is individual i and partner
individual j (zero otherwise),

for i and j being unequal and running from
1 1o s Note that in the Warner et al. { 1979)
example, n = & son(n —1) = 56, The model
implicd by Equatien 1 can be rewritien as

-.1.._.__ =H T H..._\_ﬂ..n.—.,_. + M_..__n.w._m.u_._ + M._.._.._ __.__:.._m...: _““M."_

where the summations are over all indi-
viduals 5 (in their role as actors) and ¢ [as
partners) in the group. Models 1 and 2 are
fully identical; the reason for working with
Model 2 is only its amenability for imple-
mentation in multilevel software. In the ter-
minology of multilevel analysis, the random
effects A;, By, and Ejj take on the role of
random slopes at group level (level twa)
that multiply the dummy variables o, p, and
. Tn the multilevel terminology, level two is
defined here as the group level. In the SRM
model of the present section, there s just
One group.

The group level is not superfluous here,
however, because it is uscd by the MLn
program to deal with the cross-classified
random actor and pariner effects (cf. the
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discussion in Goldsicin et al., 1998, Appen-
dix A, about modeling random cffects of
cross-classified category structures). The
-ariances of all these random actor slopes
are Torced to be cqual and that variance 1s
the actor variance: lkewise, the variances of
all random slopes for partner are forced o
be equal; and finally the variance of resid-
ual slopes are forced to be equal. Further,
the covariances between A; and By for dif-
ferent individuals i and j are constrained (o
be zero, and the # covariances between #A;
and B, referring to the same individual &,
arc set equal. Finally, the covanance be-
tween £y and £y is the dyadic covariance or
dyvadic reciprocaty. The formulation in
Equation 2 allows the SRM to be estimated
by ML and MLwiN as a model with cross-
classified random effects.

The parameter estimates from MLa for
the Warner ¢t al. (197%) data are given in
Table 1. When we use conventional 5RM
estimation methods (Bond &  Lashley,
1996:; Kenny, 1994) or the maximum like-
lihood method of Dempster, Rubin, and
Tsutakawa (1981) or Wong (1982}, we ob-
tain exactly the same estimates as those
Tahle 1. 1t happens that the actor position
contributes more than twice as much to the
variance as does the partner position. Thus,
who is talking is much more important for
the talking Irequency than who the listener
is, The total variance is the sum of the
three variance terms, and equals Y1.8 +
409 + 784 = 211.1. The total variance due
to individual (actor and partner) coguals
(918 + 40992111 = 63% of the total
ariance of the variable. The correlation
between the individual’s actor effect, A,

Table 1. Paramerer estimares with standard errors (515 for the Warner et all data set

Parameter Interprefation E ate SE
p Constant term S8 7
WVariance (A;) Actor variance 920 339
Variance () Partner variance 40.9 Ly
Covariance (A, B Actor—partner covariance -401.4 320
Variance (£,) Drvadic variance T78.4 182
Covariunee (I, £ Within-dyad covariance 278 18.2
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and the partner effect of the same individ-
ual, B, is —404/ (918 > 409) = —66, sub-
stantially negative. Thus, people who talk
more are talked 1o less by others, This sug-
gests an individual social-dominance ef-
fect.

There is an indication of dyadic reciproc-
ity in the conversations. The dvadic correla-
tion is —278/78.4 = —35 This negative
value suggests that within the dyads there is
a process of asymmetry: One partner talks
more and the other less than would be ex-

pected on the basis of only the partner and
actor effects. Note that this negative within-
dyad correlation is distinct from the nega-
tive correlation between actor and partner
clicets (in other data sets it is possible that
one ol these correlations would be negative
and the ather positive).

I the reciprocity correlation (e, the
correlation between B and Eg) is positive,
then an alternative but equivalent expres-
sion of Mode! | s possible that s simpler
hecause 1t does nol rely on the host of
dummy variables o, In this alternative for-
mulation, there are three levels: Level one
is the observation, level two the dyad, being,
the paar of reciprocal relations rom 1 o
w from § 1o d, and level three the groop,
e reciprocity effect now is represented as

i elvand effect, which s the random effect at
level two.

This leads to a modilication of the usual
SEM equation:

Yi=pn+ A+ B+ Ry + E;  (3)

where Ry is the dyad elfect, subject (o the
restriction Ry = Rigy, and Ey and £ now
are assumed 1o be uncorrelated. In writing
Riip. the letters § and j are put between pa-
rentheses to indicate that this effect refers
Lo the dvad (1} without distinguishing be-
tween the two involved individuals—— that is,
dyad (i) here is equivalent 1o dyad (j,).
Equation 3 can be re-expressed using the
dummy variables a; and p; (but not o) by

4\1._.__. = + M..L <y + M_;_u.w___ﬂ: + -«-.T..: + n_......_h. A.r.:_
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If the reciprocily correlation is positive,
then the models implied by Equations 1, 2,
3, and 4 all are equivalent. In that case, the
reciprocity correlation, which in Equations
I and 2 is the correlation between £ and
Fias given in Equations 3 and 4 by the ratio
of var{R} 1o (var(f) + var{£)). Note that
this demonstrates that there are two
equivalent ways of conceptualizing dyadic
reciprocity: The first 18 the residual correla-
tiwon between the two reciprocal relation-
ships, and the other is the variance at the
dyad level The dyad elfeet K refers o the
shared perception of individuals ¢ and |
about their mutual relationship, whereas
the residual in Eguations 3 and 4 refers
only 1o the individual perception of § about
joand o measurement error, The way of
specilying reciprocity in Eguations | and 2
i5 moare gencral becavse it allows negative
reciprocity correlations, To take advantage
of the simpler formulation in Eqguation 4 as
comparcd Lo Equation 2,
mate Model 4, only il Maodel 4 leads to an
estimated variance of £ equal o zero s it
necessary o use formulation of Eguation 2

which then leads 1o a zero or negative reci-

procily correlation,

Extension of the SRM witl covariates

The multilevel formulation of the SRM al-
lows straightforwardly for the inclusion of
covariates, for missing data on the depend-
ent variable (provided that the data are
missing by design or at random), and the
estimation of specialized models (e.g., equal
actor and partner vanance), These three
clements are not possible in the carlicr es-
timation methods for the SEM.

Covariates lead to a more elaborate
fixed part of the multilevel model. The werm
fixed part refers to the fact that the equa-
tions for multilevel models are usually de-
composed mto a hxed and a random part.
The fixed part comprises regression coeffi-
cients for explanatory variables, like a re-
gression model. In the model implicd by
Cquation 1, the fixed part consists only of
the constant effect, p. The random  part
comprises the total contributions of all ran-
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dom effects, indicated here by capital Ro-
man letters, A;, B and Ky

The inclusion of covariates is illustrated
here by the gender of the individuals. Indi-
viduals 1,2, 5,6 in the data set presented by
Warner et al, (1979) are male, the other are
female. The gender of the conversation
partners can be coded in three variables:
CiA; 15 the gender of actor i, GF; is the
gender of partner § (both coded as —1 for
males and 1 for females), and Gy equals
one il the conversation partners have a dil-
ferent gender, and vero otherwise. The
SRM equation with these covariates is ex-
pressed as

Yi = u + BoaGA; + PerG

)

+ PupGiy
+ oA, + B + dyf; (3)

Of the seven terms on the right-hand side,
the first four terms constitute the “fixed
part”™ of the model and the last three the
“random part.” Parameter figa is the effect
of the actor’s gender, ey the effect of the
partner’s gender, and fi;n the effect of a
sender difference between the conversa-
tion partners. These three parameters and
the constant term p are just like regression
coefficients, and the constant term in a tra-
ditional analysis of covariance { ANCOVA)
or regression analysis,

When the model specified by Equation 5
is estimated, the variance and covariance
parameters change only slightly compared
to Table 1. We turn our attention lo the
effect of gender. Tests of the individual
fixed effects can be carried out on the basi
ol the r-ratio, the parameter estimale di-
vided by standard error. If the number of
observations is large, the signilicance of this
statistic can be calculated with reference to
the standard normal distribution. The esti-
mated regression coellicients are — 1,63
{standard error or SE = 3.82) for the ac-
tor’s gender, 3.95 (§E = 2.23) for the part-
ner’s gender, and —0.45 (S£ = 1.97) for the
gender difference. When considering t-sta-
tistics, it can be concluded that none of
these effects are statistically
This 1s not surprising for this small data set

sigmilicant.
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of # individuals and 28 dyads. The largest
effect, which is also the effect closest o
significance (H(7) = 395223 = 1.77, p =
12}, is that of the partner’s gender. This
indicates that there is a (not quite signifi-
cant} tendency for individuals to talk more
Lo women than to men.

It is possible to test for the three co-
variates jointly by comparing the deviance
(Goldstein, 1995 Snijders & Bosker 19949)
for the model expressed by Equation [ and
the model expressed by Equation 5, The
devianee (technically equal to minus twice
the log-likelihood) can be computed for
each model and represents the degree to
which the model is consistent with the
data. One model can be tested against an-
other by subtracting the deviance, which is
lested using a chi-squared  distribution
where the number of degrees of freedom
is the difference in the number of parame-
lers between the two models. (This test is
called the “likelihood ratio test™). These
deviances are 424.64 and 421.37, respec-
tively, for this data set. The deviance dif-
ference between nested models is distrib-
uted  as  chi-squared the  null
hypothesis that the additional parametcers
are zero. So the test that the three covari-
ates have no cffect 18 a difference of de-
viances and is a ¥2(3) = 327, p = 15. The
degrees of freedom equal 3 because the
difference between the two models con-
sists of the three regression paramelers.
Because the chi-squared test is not signifi-
=ant, the coefficients for the covariates do
not appear 1o be jointly significantly dif-
ferent from zero.

To show the flexibility of the muliilevel
madel, we estimated a model without co-
variates but with the actor and pariner vari-
ances sel equal 1o each other. Such a model
cannot be estimated by traditional SRM
methods. This led to a deviance of 425,84,
Comparing this to the deviance of the
model of Equation 1 led to y*{(1) = 1.20 (p
= .20); thus we find no statistical support
that the variances are different. Note that,
although the estimates of the actor and
partner variances in Table 1 are quite differ-
enl, their standard errors are large, which is

under
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nol surprising given the small amount of
data.

Relations Within Mu
or Families

It is generally not very uselul to consider
the SRM for single families or groups, un-
less the groups are rather large (say, 20 or
more individuals), because small groups re-
sult in large standard errors and low statis-

tical power. IUis more useful. however, to
consider data for relations within sceveral
familics or groups. In that case there are not

only elfects related Lo actors, partners, and
dyvads, but also to familics. Whercas in the
multilevel formulation in Equation 2 of the
SRM of the previous scction, level two con-
sisted of only one group, now cach Family
constitules a group at level two, 1t is neces-
sary to index the observations by the family
and the individuals within the Tamily; the
family is indicated by £, the actor by ¢ and
the partner by j. Actors and partners are
assumed to be nested in familics. The vari-
able under study s still a dyadie variable,
designated as Yy 1t is nol required that all
familics have the same size, and so the sive
of family & is denoted by sg. Thus, the indi-
ces § as well as f refer o persons in a family,
from | to sy, where & is the family being
considered.

Maodel with a group effect

A multiple group version of the SRM i
given hy

u\.._;. =p+ Fp+ Ap + B+ By (6)
where the additional term Fy is the random
main clfect of family & The difference of
this model from the SRM maodel of Equa-
tion 1 is the random effect for familics, de-
noted by Fi and having a vcro mean. The
random family effect requires one addi-
tional statistical parameter, the family-level
variance. The imterpretation is that in some
families, the variable ¥ tends to be consi
tently higher {positive £ in all relations,

TAB. Snijders and DA, Kenny

and in other families ¥ iends 10 be consis-
tently lower (negative Fi) in all relations,
compared 1o the average family,

If the reciprocity correlation, the corre-
lation between Ejy and Ejy. is positive, then
in the recipracity effect can be repre-

sented as a dvad effect in a three-level

model, where level one 15 the observation,
level two the dvad, and level three the fam-
=

ily. This is the analogue of Eguation 3 and
here leads to a modification of Equation 6:

w\_"_x. = Fi + Ag + B

+ Ry + g (7)
where R 15 the dyad effect, subject 1o the
restriction Ry — mm: . and __1\:.. and F
now are assumed 1o be uncorrelated. 1f the
reciprocity correlation is nonnegative, then
the Models 6 and 7 are equivalent and cor-
respond in the same way that was discussed
above for Models 3 and 4.

To use multilevel modeling Tor estimat-
ing the model implied by Equation 7, we
again create the dummy variables @ and p,
bul now they are double subscripted to re-
ler to person and group. The summations go
from 1 to sy, which is deflined as the maxi-
mum group size, Because reciprocity is now
modeled in the three-level model of Equa-
tion 7 by the term R, there is no need for
the dummy variables o, The full model s

Yig = p + Fo + BeAapeta +
+ R + Ei

ZiBupu

()

The level-one variables are ag, px, and Fi,
the only level-two variable is Ry, and the
level-three varble is Fy, The parameters of
the model and their interpretation are as
[ollows:

u; the constant

variance of Ag: actor variance

variance of £ pariner variance

covariance of Ay with By aclor-pariner
covariance of same individual

variance of Ry dyad variance (positive
reciprocity)

ariance of Eqye error variance
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The actor—partner correlation can be com-
puted from these parameters by an applica-
tion of the well-known formula, coviAdg,
B )l Jivari A, > var(B, )},

Croup model with rofes

When the SRM is applicd 1o [amilics, it 15
natural to account for the fact that the roles
of fathers, mothers, and children may be
different. The factor with values “mother,”
“father,” and “child” are referred to by the
term “role.” The effect of role has two as-
pects: the average role effect, which might
be called the “cultural effect” in the popu-
lation from which the families were sam-
pled; and the deviations from this average
as they occur in the individual families,
which might be called “family idiosyncra-
cies.”

Consider first the average role effect
that is modeled in the fixed part of the
model and expressed by regression coeffi-
cients of the father, mother, and child roles.
We assume that families consist of mother,
father, and children although some families
may be missing one or more of these roles.
For families with mother (M), [ather (F),
and two or more children (C), there are
seven types of relations or observations:
MF, MC, FM, FC, CM, CF, and CC where
the first term represents the actor and the
sccond the partner. So CM refers to the
child’'s perception of the mother, and so on.
We can think of the means ol these seven
types of observations as being arraved in a
3 ¥ 3 design: relations from the falher,
mother, and child to the mother, father, and
child. Two of the cells are missing by design
(father to father and mother to mother).
The CC cell refers 1o a child—child relation
where actor and partner are two different
children. One reasonable model of the data
15 1o allow lor effects due to actor role, ef-
fects due to partner role, and the interac-
tion between the two. We use dummy vari-
ables to model these effects. The dummy
variables are denoted £ m, and ¢ and indi-
cate the different roles in the family. These
dummy variables have values 0 and 1 and
are defined by
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fu 1if individual {in Tamily & is the father
and () otherwise,

gy 1 if individual £ in family & is the mother
and () otherwise, and

ciy: 1 individual § in family & is a child and
atherwise,

A multiple family version of the SRM with
main effects of roles can be expressed as

Vi = 1 + Peafie + frefie + Baarmi

+ Pt + P + A + By

+ Ry + Egx 9
where Br4 15 the effect of the father as actor,
frp the effect of the tather as partner, faa
the effect of the mother as actor, and [ap
the effect of the mother as partner. In this
formulation the child role is used as the
reference category, so that parameter p is
the population mean for child-child rela-
tions. Equation 9 contains five fixed pa-
rameters (the constant term and four re-
gression coeflicients of dummy variables)
for seven cells (cells MM and FF are miss-
ing). This leaves two degrees of freedom for
interaction. Interaction parameters could
be included for the father-to-mother and
the mother-to-father roles. This is repre-
sented by adding the terms Br—agfiemp and
Bar—pmigfi to Equation 9. They would be
interpreted as the difference in mother-to-
father and father-to-mother interactions
from what is expected on the basis of the
main effects for the father and mother role
variables that appear in parent—child and
child-parent relations: said more briefly,
these interactions parameters indicale the
extent (o which behavior of parents in par-
ent-parent relations differs from their be-
havior in parent—child relations.

Mext, consider the difference between
families with respect to the roles of the fa-
thers, mothers, and children. These (amily-
dependent deviations are modeled in the
random part of the model and expressed
by variances between lathers, variances be-
mothers, and variances between
children. In the model implied by Equation
9, the variance between the fathers is equal

ween
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to the variance between the mothers and
=00 1o The variance between the children,
because the random elfects Ay are as-
sumed all 1o have the same actor variance,
and similarly the partner elfects By have
a common variance. However, this need
nol be the case, For example, it is possible
that the roles of fathers and mothers are
culturally more restricted than the child
role, so that the variance between children
would be Targer than the variance between
parents.

This kind of extension of the model rep-

B

resented by Eguation 9, where variances of

the actor and partner elfects depend on the
role of the person, can be formulated by re-
placing the random actor and partner elfects
by more complicated expressions involving
the dummy variables £, and e Specilically,
the actor effeet Ay can be replaced by

Alpfe + AMpng + AU

where Af denotes the actor effect for fa-
thers, AM the actor elleet Tor mothers, and
At the effect for children. Because exactly
one of the dummy variables fu. wre. and cu
15 one whereas the others are zero, this Tor-
mula just denotes that the right one is cho-
sen of the three potential effects, corre-
sponding 1o the Tather, mother, or child.
Similarly, the partner effect £z can be re-

placed by

._qw_..wk.m..n i mw.:h._nw:t.. 1 ._qux..q.».n.x___..

where 8 denotes the partner ellcet for
fathers, BMy, the partner effect for mothers,
and B the pariner effect for children.
Thus, six distinel variance paramelers
can be estimated: actor variances and part-
ner varances for cach of the three roles, As
belore, iU s reasonable 1o allow nonzero
ances between actor and partner ef-
fects of the same individuals. The covari-
ance mairix of the ariginal observations ¥
depends on these variance parameters and,
in addition, on the variance of the family
effect, £, being shared by all observed rela-
tions in the family, the variance of the dy-
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adic effect. Ry, and the variance of the
residual, Fye. It is possible to include other
COVATIANCLS- ..—,:H ._u.ﬂ..a._u_..—u.__nu.. a
variance between father and mother part-
ner cffeets (o indicate that fathers and
mothers are more (for a positive covari-
ance) or less (for a negalive covariance)
alike in their role as partners than is ex-
pected from the general family elfect.

If there are theoretical or empirical rea-
sons o do so, the variances of the dyad
clfect Rype or of the residual By may also
vary across the roles involved (cf. Gold-
stein, 1995, Scction 3,1, or Snijders &
Bosker, T99, Chapter 8). Thus, for instance.,
there could be a dvadic effect with a larger
variance in relationships between children
than in relationships between parents

This complex but very interesting model
an be estimated by multilevel software. In
addition to the possibility that lamily sizes
may be different, this estimation method
also allows incomplete data in the ¥ vari-
able. For example, some dyads may have
only one observation available, and some
dyads may  be mssing completely. 1f
missingness is at random (i.e., the Tact of an
observation being missing is not systemati-
sally related 1o the unobserved value), in-
completeness of data is not a problem for
the multilevel approach to estimation be-
ause the missing observations can simply
he omitted from the data set.

The estimation of the model implicd by
Eguation 9 requires only to add hixed ef-
fects to Model 7. The extension to role-
dependent variances of the actor and part-
ner effects mmplies that, mstead of giving
random slopes to the dummy variables ag
and pig, random slopes should be given 1o
product variables fia, mag. and eqgag, Tor
actor and figpa, it and cigpg: Tor partner.
The complete cquation is quite comple

NoONyCroy Co-

Bt B fy TBeply T Baary
T LN K
- E___:.___w_.__,. + F, +Za, (A" s
+ b.:.,ﬁ.:.:ﬁ + A* ot )
, ¥ A
i V..._B_:..:_w ok ks + 8 rn..:_.r.

C .
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Example: Recalled parental reaving stvles

As an example of analysis of relational data
with reciprocated relations, results are pre-
sented from a study by Gerlsma ([993; see
also Gerlsma, Snijders, Van Duijn, & Em-
melkamp, 1997) of parcntal rearing styles,
Asx a part of that study, retrospective data
were collected concerning how  parents
raised their children in cach of 60 familics.
The parents and two children were asked to
answer a questionnaire with four subscales
about memorics of the style in which the
pareni rearcd the child. The test used was
the EMBLU {(Egna Minnen Betriffande
Uppfostran, Perris et al., 1980; Duich form
by Arrindell, Emmelkamp, Brilman, Mon-
sma, 1983). In the present article, resulls are
presented about a scale labeled as Affection,
consisting of nine items of the Emotional
Warmth subscale of the EMBU {Gerlsma el
al., 1997, p.273). Each parent reported about
each of the two children, and vice versa. For
the previous example, there were seven
types of relations, but for this design there
are only four: mothers and fathers rating
their childrearing style (MC and FC), and
children rating their Tather’s and mother's
childrearing style (CF and CM). This means
that of the 3 % 3 design mentioned above,
only four cells are used. The measure pre-
sented here is the emotional warmth from
the parent to the child, reported separately
by the parent and the child. The person who
reports the warmth is the actor, whereas the
partner is the other person in the relation-
ship. The restriction to two children implies
that a complete data set would have cight
relations per family, Because of incomplete
answers, Lhe total number of reported rela-
tions was 358, considerably less than the 4580
that would have been obtained without any
missing data. We can distinguish the follow-
ing random effects:

family effect,

actor effect of Tather, mother, and child,

partner effect of father, mother, and child,
and

dyadid reciprocity effect of Tather—child
and mother—child relations.
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The size of each of these effects is indicated
by a variance parameter, reflecting the net
variability among, respectively, families, ac-
tors, partners, and dyads. The family effect,
compared to total variability, reflecis gen-
eral agreement within families (e.g.. if the
family variance is large, then members of
some families tend to report the relations
within their familics as warm but members
ol other families report the relations within
their families as less warm). The reciprocity
effect is the variance al the dyad level (the
artance of Ry in Equation 7). Positive
reciprocity in this example means that if a
parent belicves that she or he was warm to
a particular child, the child also tends to see
this parent as having been warm, control-
ling for the general actor and partner ef-
fects ol the involved individuals. Reci-
procity in this case reflects parent—child
agreement about parental warmth.

Because we are not distinguishing be-
tween the two children’s roles within the
family, the fixed effects of the two children
and the variances of their random effects
were restricted 10 be equal. With the incom-
pleteness of the design, this leaves four de-
erees of freedom for the fixed effects, cor-
responding 1o the MC, FC, CM, and CF
cells. They were coded by a constant term
and the effects of a Father-actor dummy
(coded | when the father was the actor and
zero otherwise), a Mother-actor dummy
{coded 1T when the mother was the actor
and zero otherwise), and a Father-mother
Partner [lference dummy (coded | when
the father was the partner, —1 when the
mother was the partner, and zero other-
wise), indicating the extent to which the
children reported differently about the fa-
ther than about the mother. Given the cod-
ing used, the intercept equals the average
response for the pairs with the child in the
actor role,

Two different models were estimated. In
Model 1, there were no reciprocity effects
whereas in Model 2 such effects were esti-
mated. If there were no reciprocily effects,
then the perceived warmth as reported by
one person about another depends only on
the involved individuals and the family, but
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not on the particular pair of persons. The
resulls are presented in Table 2. With four
degrees of freedom Tor the lixed elfects, the
fixed part of the models in Table 2, having
four parameters, is said (o be saturated,
which means that the mean values for the
four cells, MC, FC, CM, and CF, are fitted
exactly by this model.

In Model 2, the dyad variance
lowed to differ between mothers and la-
thers, in the actor as well as in the pariner
role, This means that mother—child dyads
were allowed o be more variable, or less
variable, than father-child dyads,

Examining the fixed elfects in Table 2,0
can be concluded that, on average, children
report less warmith than do the parents, but
mothers and fathers do not differ much from
cach other as actors, As partners, fathers
were seen as less warm than were mothers.

wias al-

Several of the random elfects are esti-
mated as having a v
Ol UConman

wee of zero, This is

for random  coclficient
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models and is interpeted as follows, The ob-
served variability on the component under
consideration is less than what would be
expected by chance, if the true variance
component were indeed very small or even
equal to zero. The wero variance estimate
may be interpreted as an indication that the
variance of this component is, in any case,
not significantly larger than zero.

With respect to the random effects, first
consider Model 1in Table 2. The variances
of the random effects indicate the differ-
ences between families. Families as a whole
have no influence, implying that there is not
a shared perception of reality within the
families. The variances of actors and part-
ners el most of the story, whereas the Tam-
ily, the dyad, and the individual observation
have much smaller variances, The fathers
have the largest actor variance and are the
only with  any  partner  varance,
Gerlsma et al, (1997) gave the interpreta-
tion that the recalled warmth of the parent

role

Lable 2. Estinated effects and standard ereors (SE) for recalled affecion in families, for

models withowt ( Model 1) and with (Model 2) reciprociiy effects

Effect
Frxed Effects

Constant term (fixed effect) p

Father as actor (Qixed effect) [,

Maother as actor (fixed cffect) fiy,,
her-mother difference as partners b e
Random Effecis

Family variance {#))

Father as actor variance (AY;)

Mother as actor variance (AY )

Child as actor variance (A",)

Father-Muother actor covanance (A7 AY )

Father pariner variance {B°,)

Mother partner varance (8 )

Child partner variance (B )

Father actor-partner covariance (A", B',)

Mother actor-partner covariance (AM ., BY )

Child actor-partner covariance (A ., B°,,)

Dyad variance relationship with father (RF )

Dyad variance relationship with mother (RY . )

Residual variance {(£,,)

Deviance

Model 1 Maodel 2

Estimate SE Fatimate

27.62 (1,54 27,60 (154
1.72 (LG 175 (1,56
1.1 (h6d 1.6} 57
(A (137 1.70 .37

] o ] *
4,30 16.43 4.38
1.91 105 1.1
257 13.80 315
202 —11.51 203
5352 1978 545
* 11,30 245

+ : *
.68 500 376
* 1.66 143

* : *
# 202 1.25
# 0.24 (.85
(.64 4.19 (=9

1989 18

"Not estimated. *No standard crror.
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is mainly a tale of the rater (ie. told by the
actor),and about the father. The actor—part-
ner correlation for fathers also is large, be-
ing equal o Q084(16.77 x 20.27) = 49,
Thus, if fathers see themselves as warm,
their children also tend 1o do so. The esti-
mated child partner variance is estimated as
zero, s0 there is not much in common be-
tween what the father and mother report
about a given child. [t can be concluded that
the parents do not differentiate between
their two children in the same way. The re-
sidual variance is small, which emphasizes
again the strength of actor and partner cf-
fects,

The results about the differences be-
tween lfathers and mothers can be summa-
rized as Tollows, The recalled warmith of the
fathers is on average less than that of the
mothers (the corresponding dummy varn-
able s defined as 1 for fathers and =1 for
mothers, and has o lxed effect — 1.6
hence, the warmth given by the mothers
exceeds the fathers” warmih on average by
3.345), but based on the fTather partner effect,
the fathers differ strongly from cach other
(standard deviation ol Tathers” warmith in
their children’s memaory is J20.27 = 4.5),
The variance of the mothers as pariners is
estimated as zero, Assuming a normal dis-
inhution of partner ellects, this means that
the difference between mother and Tather
in warmth as recalled by the children has
normal distribution with a mean of 335 and
a standard deviation of 4.5, which implhics
that in about 77% of the families, the
mother is rated as warmer than the father
and in 23% the situation 15 reversed. Be-
cause these percentages are based on the
distribution of the partner effects only, they
are the net of residual variability.

MNow consider Model 2 presented in Ta-
ble 2, which differs from Model 1 only in
the dyad variance, (i.e., the reciprocity ef-
fect). The other parameter estimates differ
only slightly between the two models. The
reciprocity effect is marginally significant
(subtracting the deviances yields ¥2(2) =
574, p = 10), providing some support to
the presence of dyadic reciprocity, The dyad
variance is estimated as larger for the Tather
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than for the mother, This resull shows thal
fathers” warmith is more specific for one of
their children than the mothers” warmth.
However, this difference is small, so even il
lathers see themselves as warmer toward
one child than toward the other, the chil-
dren do not necessarily see it the same way.

Covariates

Covariales can be measured at the level of
the person, the dyad, and the group. We
consider here a covariate measured at the
level of the imdividual, (e.g., a measure of
the individual's empathic qualities), For
such a covariate, we can test four hypothe-

SCS.

The covariate correlates with the actor ef-
lect,

The covariate correlates with the partner
elfect.

Dissimilarity ol an actor-partner pair on
the covariate, defined by the absolute
value of the dilference. correlates with
the dyadic effect,

The mean of covanate lor the group corre-
lates with the group elfect.

Il the covariate measures the mdividual’s
empathic qualitics, and the ¥ vanables re-
fer 1o how helpful the actor s toward the
pariner, then positive values of these four
covanate effects would be interpreted as
follows: Empathic actors are more helpful;
cmpathic partners receive more helpia per-
son whose empathic score differs from the
partner’s helps the partner more: and fan-
lies with, on average, high empathic quali-
ties tend to help cach other more. Espe-
cially lor dependent variables that measure
alfection or cooperation, similarity may be
theoretically quite important.

Though perhaps not obvious, the roles of
mother, father, and child could also be re-
garded as covariates. There is no essential
difference in the statistical analysis be-
tween the roles and other covariates, How-
ever, very often there is substantive interest
thal actor and partner variances vary by
role.
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In the study of parental rearing styvles,
among the measured characteristics were
the total scores of the family members on
the SCL-90 Symptom Checklist { Derogatis,
1975, Dutch form by Arrindell & Euema,
1986), which gives a general indication of
the level of psychological and phy
being or distress of the individual. The
range is from 90 to 450, with high values
pointing to high distress.

The SCL-90 score was used to calculate
four covariates as indicated above: actor
distress, partner distress, dyadic disiress
similarity (absolute difference), and family
average distress. Fixed effects of these co-
variates (not distinguishing between the
rodes of father, mother. or child) were
added 1o Model 2 of Table 2. Results are
presented in Table 3. We do not again pre-
sent the results for the parameters pre-
viously included because they are not very
different from the values in Table 2.

The coefficients have small values be-
causc distress has a wide range, of 360
points. The four covariates jointly resull in
a significant improvement of model fit
(y2(d)y = 12,86, p = 02). The sizes ol the
estimated coefficients and their f-ralios
show that the distress dissimilarity has the
greatest and most significant (r = —3.5)
contribution: A larger discrepaney between
actor and partner leads to less perceived
warmth, There is also a significant (r = 2.2
contribution of partner distress: [If the part-
ner is more distressed, the actor reports
more warmth. Actor’s distress and family-
level average distress do not have signifi-

Table 3. Estimated effecis and standard
errars (SE} of well-being on recalled
affection in familiey

Estimate Ay

Effect

Actor distress [.014 N4
Partner distress 0.023 0oLl
Distress dissimilarity —0.038 0011
Family distress 0.014 0023
Deviance 197632

T AR Swijders and DA Kenny

cant contributions (¢ = (LY and 0.5, respec-
Lively).

Driscussion

In family research, data about relations be-
tween family members are potentially very
informative but hard to analyze. Both the
potential and the difficulties rest on the
complicated correlational  structure  be-
tween such relational data, owing to the
fact that each individual is implied in vari-
ous different relations with other individu-
als. The Social Relations Model (SRM) is
an established model for relational data,
but earlier existing estimation methods
posed stringent requirements on the data
{e.g.. balanced designs) and generally
needed special software, This article ex-
tends the SRM to relational data in families
{or other groups) and proposes the use of a
multilevel approach for parameter estima-
tion. The extended SEM provides a de-
tailed representation of the correlation
structure of the relational data in well-
interpretable parameters such as the actor
variance, the partner variance, the Tamily
variance, and the dyadic reciprocity vari-
ance. Effects of the roles of the individuals
(father, mother, child) and of covariates can
also be included.

Covariates can be attributes of the indi-
vidual or of the actor—partner pair. It was
discussed how the effect of individual at-
tributes can be distinguished into effects as-
sociated with the actor, the partner, with
dyadic similarity, or with the family mean.
An attractive feature of the multilevel ap-
proach is that different numbers of respon-
dents in Tamilies, and missing data about
certain persons or relations within families,
do not lead 1o any technical problems as
long as the incompleteness is random. The
presentation in this article was about di-
rected relations, but the same approach can
be applicd 1o undirected relations (e, the
relation between i and f is necessarily equal
to the relation between j and f).

Allernative approaches are the wse of
analysis of variance formulae derived espe-
cially for these models and for which specific
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software is available (Kenny, 1994) or the
use of structural cquations modeling (Kashy
& Kenny, 1990). The random part of the mul-
tilevel models presented above can be re-
garded as a special instance of the general
structural equation model {Bollen, 19849, pp.
319-321; Kenny, 1979, pp. 200-205), How-
ever, the analysis of variance and the struc-
tural cquations approaches require com-
plete data, or data that are balanced in some
other way (e.g., a block design in families of
fixed size). The multilevel approach is much
more flexible about missing data, The inclu-
sion of cxplanatory variables that are lixed
and covariates is straightforward in the mul-
tilevel approach, but cannot be handled so
casily by ANOWVA or structural equation
modeling approaches,

A Turther advantage of the mualtilevelap-
proach is the casy estimation of restricted
maodels, wher

eosome of the paramelers are
sel o zero or assumed to be cqual 1o other
parameters, For instance, one might want 1o
test the hypothesis that group means do naot
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