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Rademacher Complexity. Examples
Lecturer: Patrick Rebeschini Version: January 25, 2022

3.1 Introduction

In the last lecture we introduced the notion of Rademacher complexity and showed that it yields an upper
bound on the expected value of the uniform (over the choice of actions/rules) deviation between the expected
risk r and the empirical risk R, namely,

Esup{r(a) — R(a)} <2ERad(Lo{Z,...,Z,})
acA

where we recall the notation
L:={z€Z—{(a,z)eR:ae A}.

In this lecture we establish bounds for Rad(Lo{z1,...,2,}) for any z1,..., z, € Z in the setting of regression.

In supervised learning, the observed examples correspond to pairs of points, i.e., Z; = (X;,Y;) € X x ).
The point X is called feature or covariate, and the point Y; is its corresponding label. The set of admissible
decisions is a subset of the set functions from X to Y, i.e., A C B := {a: X — Y}, and the loss function is
of the form £(a, (z,y)) = ¢(a(x),y), for a function ¢ : Y x Y — R.

The regression setting is represented by the choice X = R? for a given dimension d, ) = R. We have
S ={(X1,Y1),...,(X,,Y,)} and s = {(x1,y1),- .-, (%, yn)} which represents a realization of the training
sample. Let us recall the following notation:

Ao{xy,...,xn} = {(alz1),...,a(z,)) € V" :a € A}.

The following proposition shows how to use the contraction property of Rademacher complexity, Lemma
2.10, to relate the Rademacher complexity of the set of interest (which involves the loss function ¢) to the
Rademacher complexity of a set that only depends on A. The main idea is that we want to be able to relate
the quantity Esup,c 4{7(a) — R(a)} to something that depends on a notion of complexity for A, for a general
class of loss functions (loss functions that are Lipschitz).

Proposition 3.1 Let the function § — ¢(3,y) be v-Lipschitz for any y € Y.
Then, fO’F any (3317y1)7 R (xnayn) €& x y7

’Rad(ﬁ o{(z1,11),--s (Tn,yn)}) <yRad(Ao{z1,...,2,}) ‘

Proof: By the contraction property of Rademacher complexity, Lemma 2.10, we get

Rad(‘c © S) =E sup l Zngﬁ(a(xl), y’L) = Rad((¢( ) yl)v ) ¢( e yn)) o AO {xla e ,lEn})

acA T i—1
<~+yRad(Ao{z1,...,zp}).
|

Below we show how to control the quantity Rad(A o {x1,...,z,}) for some function classes A of interest.
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3.2 Linear predictors /y/{; constraints

In the case of £3/fs constraints, the Rademacher complexity of linear predictors grows as v/d.

Proposition 3.2 Let Ay == {x € R? - w'z:w € R, ||w|2 < ¢} for a positive constant ¢ > 0. Then, for
any xi ...,x, € R?,

SY

max; H.’EZHQ

n

Rad(Az o {z1,...,2,}) < ¢ < emax || ;]| oo —=
K2

NG

Proof: First, consider the case ¢ = 1. We have

n

nRad(Az o {x1,...,2,}) = E sup Z Quw'z;, =E sup w’ ( Z Qixi)
=1

weRe:|w|2<1 557 weR: |w||2<1

by Cauchy-Schwarz’s ineq. 'y < ||z/|2]|y]|2

n
< sup lwl|2 EHZQm ,
i=1

weR:||w]|2<1

by Jensen’s, as x — /T is concave

n
= |ED" Ioill3 < Vimax o], as 02 =1.
3
i=1

w

Tl )T (||w|]2z) and the following equivalence concludes the proof:

If ¢ # 1, then we can rescale w'z = (

{zeR s w'z:weRY |wly <ct={z e R - w' (czx) : w € RY w2 < 1}

3.3 Linear predictors ¢, //{,, constraints
In the case of £1 /¢ constraints, the Rademacher complexity of linear predictors only grows as v/logd.

Proposition 3.3 Let A; = {zr € R? - w'x:w € R ||w|; < ¢} for a positive constant ¢ > 0. Then, for
any 1 ..., x, € R,

21og(2d)
vn

Rad(Al © {xla s axn}) < cm?x ||$zHoo
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Proof: First, consider the case ¢ = 1. We have

n n

nRad(A; o {z1,...,2,}) = E sup Z Quw'z; =E sup wT( lel)
weER: [lwlly <157 wER:||wl]1 <1 i=1

by Hoélder’s inequality "y < ||z 1]|%/|s

weR: [|w]|; <1 o0

=1

Let tj := (x1,,...,2pn,;) € R" for any j € 1:d, and let T = {t1,...,tq}. Then,

n
H ZQiﬂﬁi
=1

whose expectation looks like a Rademacher complexity apart from the absolute value (and the normalization
by 1/n). To remove the absolute value, note that for any wy,...,w, € {—1,1}" we have

n
< sup [lw]l1 EHZQzL
i=1

o

n n n
:max‘ E Q;x; :max‘ E Qitis :max‘ E Q;t;
oo jeld | J1 T jerid | 4 - 5 teT | & ’
1= 1= 1=

n n
max‘ E w;t;| = max E wit,
teT |4 1 teTUT_ 4 1

i=

7=

where we have defined 7_ = {—t1,..., —tq}, with —t; = (—21,...,—x,, ;). Hence, we have
Rad(Al © {xla s 7xn}) S Rad(TU 7:),

and the proof follows by Massart’s lemma as

V2log | T UT| v/ 2log(2d)
n

Rad(7T UT_) < t < illog — .
2A(TUT ) < max [t < Vi max i) 0 L

w

Tl )T (J]lw|l12) and the following equivalence concludes the proof:

If ¢ # 1, then we can rescale w'z = (

{reR s wz:weR |Jul|l; <c}={zeR = w(cx):we R |w|; <1}

3.4 Linear predictors simplex/{,, constraints (Boosting)

Proposition 3.4 Let Ay := {w € R? : |w|; = L,wy,...,wqg > 0} and let Ax :={z € R 5w’z :we
AgYy. Then, for any i ..., 7, € RY,

V2logd
N

Rad(Aa o {x1,...,2,}) < max 1 |l oo

Proof: We have

nRad(Aa o {z1,...,z,}) = E sup zn:inTxi =E sup wT<zn: szl)
i=1

weEAy i=1 wEA4
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Note that for any vector v = (vq,...,v4) € R? we have (c.f. Proposition 8.6 for a general statement involving
convex hulls and for the proof)
+
SUp W' v = maxv,.
wWEAy jeld J

Then,

n n
E sup wT(ZQm) = EmaxZQimi,j =nRad(T),
wEAy =1 jeld Pt

with 7 = {t1...,tq} with t; = (z1,...,2, ) for any j € {1,...,d}. The proof follows by Massart’s lemma

as
v/2log |T] V2logd
n

Rad(7) < max [|[t||2 < Vnmax ||2;]|co ———.
teT % n

3.5 Feed-forward neural networks

Let us define a feed-forward neural networks with activation functions applied element-wise to its units.

A layer 1(F) : R%—1 — R consists of a coordinate-wise composition of an activation function ¢(® : R — R
and an affine map, namely,

10 () := o™ (w4 p*)),
for a given interaction matrix w(*) and bias vector b(¥).
A feed-forward neural network with depth ¢ (and ¢ — 1 hidden layers) is given by the function f, : R? — R
defined as
f9(2)=1Wo. .0l (z) =1V 1DV (z))--.),

with dy = d, d, = 1, 0(") = o for a given function o for all r < ¢, and 0 (z) = z (i.e., the last layer is
simply an affine map).

The activation function o is known to the design maker, while the interaction matrices and the bias vectors
are treated as parameters to tune. For instance, a class of neural networks with depth p is given by

AY ={z e R - f1(2) : [WwH | < w,[[b®||o < B VE}, (3.1)

nn —
where for a given matrix m, the /o, norm is defined as |m||« := max; Zj |mj,]|.

The Rademacher complexity of a feed-forward neural network can be bounded recursively by considering
each layer at a time. A bound that can be used for the recursion is given by the following proposition, that
expresses the Rademacher complexities at the outputs of one layer in terms of the outputs at the previous
layers.

Proposition 3.5 Let L be a class of functions from R? to R that includes the zero function. Let o : R — R
be y-Lipschitz and define L' = {x € R? — o(3je, wilj(x) +b) € R: 0] < B, [lwlli < w,liy...lm € L}
Then, for any x1,...,x, € R,

Rad(L o {x1,...,2,}) < ’y(\fﬁ +2wRad(Lo {z1,... ,xn})) (3.2)
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Proof: We give a proof that makes use of several properties of Rademacher complexities introduced in the
previous lecture. Let

Fi={zeR" > wljx) eR:[lwly Sw,l,....In € L},
1=1

G:={zecR*>beR :|p| <}

By the contraction property and the summation property of Rademacher complexities, we have
Rad(L' o {z1,...,20)) < ’y(Rad(}'o {z1,...,20}) +Rad(G o {1, ... ,xn})).

We first address the term Rad(Fo{x1,...,2,}. As L contains the zero function by assumption, we will show
that
Rad(F o {z1,...,2,}) <wRad(conv(L — L) o {x1,...,2,}),

where L — L ={l-1":1€ L,I' € L}. First of all, note that
Rad(F o {z1,...,z,} =Rad(F o{x1,...,2,})

where

m
Fli={zeR" = wlj(x) eR:|lwly =w,l,...,In € L}
i=1
(this is because the maximum of a linear function of w over the constraint ||w|; < w is achieved for the
values satisfying ||w||; = w; we already saw this type of arguments in the proof of Proposition 2.8). Then,
note that for any w € R™ such that ||w||; = 1 we have

i w; >0 1rw; <0

(here 0 represents the zero function) which is a convex combination of elements in £ — £. Hence, by
applying in order the convex hall property, the summation property, and the scalar multiplication property
of Rademacher complexities, we find

Rad(F o {x1,...,2,}) <wRad(conv(L — L) o{z1,...,z,}) =wRad((L — L) o {x1,...,2,})
=wRad(Lo{x1,...,zp}) +wRad(—Lo{x1,...,2n}) = 2wRad(L o {z1,..., 2 }).

We now address the term Rad(G o {z1,...,2,}). We have

< Bvn,

n n
nRad(go{ml,...,xn})) =E sup b)Y Q; <E sup |b|‘ Q;
S e 2

:ﬁE‘zn:Qi
=1

where the last inequality follows by Jensen’s inequality, as E| >0, Qi) = Ev/(X 1, )2 < VE[(>_, Q:)2] =
v/n using the independence of the ;’s and that Q7 = 1. [ |

We are now ready to give a bound for the full neural network. We can use Proposition 3.5 to run the recursion,
noticing that the last layer involves a linear function (which is 1-Lipschitz). The first layer requires a different
treatment, and we can use Proposition 3.3.

Proposition 3.6 Let o be \-Lipschitz. Let A,(f% be defined as in 3.1. Then, for any x ..., x, € R,

t—3
(5 + 20BN S (20A)F + 20(2wA)* % max |2, oo 210g(2d))
k=0 !

1

Rad(AW) o {x1,...,2n}) <
n

Bl
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Proof: As the last layer of the neural network is linear, i.e., O'(L)(.’I}) = x, we can apply Proposition 3.5 with
v =1 (as ¢ is 1-Lipschitz) once and then apply (3.2) in Proposition 3.5 with v = X for ¢ — 2 times. We
find

t—3
Rad(AY) o {z1,...,2n}) < % + Qw(\ﬂ/% ;}(2w/\)k + (2w\) "2Rad(A; o {x1, ... ,xn})).

3.6 Remarks on generalization errors

The bounds derived in this lecture assert that to achieve good generalization guarantees one needs to use a
training sample size n that exceeds the “complexity” of the learning model, where complexity is captured
by certain functions of the number of model parameters, their magnitude, and possibly other structural
properties (Lipschitz constants, etc.). In the case of linear models, the number of model parameters p
coincides with the dimensionality of the data d, i.e. p = d. In the examples we considered in this lecture,
the complexity of these models is controlled by either the square-root of the number of parameters, |/p, for
05 /€5 constraints, or by the square-root of the logarithm of the number of parameters, y/logp, for ¢/
and simplex/l~, constraints. The magnitude of the model parameters plays a role as multiplicative factors
depending on either the ¢ or /1 norms. In the example of a feed-forward neural network, on the other
hand, the model parameters are {w®) b &k € {1,...,1}}, so in general p # d and typically p > d. Here
the interplay between the number of model parameters, their magnitude (as captures by the boundedness
constants w and ) and other structural properties (the Lipschitz constant \) is more involved, as already
attested by the bound given in Proposition 3.6 (note that for this bound not to become trivial in the limit
of an infinite number of layers, « — oo, it would have to be 2wA < 1, which is a restrictive requirement not
needed in practice). Investigating meaningful notions of complexity for neural networks is an active topic of
research.



