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Overview of Lectures

1. Exchangeability and de Finetti’s Theorem

2. Sufficiency, Partial Exchangeability, and Exponential Families

3. Exchangeable Arrays and Random Networks

Basic references for the series of lectures include Aldous (1985)
and Lauritzen (1988). Other references will be given as we go
along. For this lecture, the latter reference is particularly relevant.
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Finite exchangeability
Convexity perspective

X1, . . . ,Xn, . . . is exchangeable if for all n = 2, 3, . . . ,, π ∈ S(n)

X1, . . . ,Xn
D
= Xπ(1), . . . ,Xπ(n).

de Finetti (1931):
A binary sequence X1, . . . ,Xn, . . . is exchangeable if and only if
there exists a distribution function F on [0, 1] such that for all n

p(x1, . . . , xn) =

∫ 1

0
θtn(1− θ)n−tn dF (θ),

where tn =
∑n

i=1 xi . Further, F is distribution function of Y = X̄∞
and, conditionally on Y = θ, X1, . . . ,Xn, . . . are i.i.d. with
expectation θ.
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Finite exchangeability
Convexity perspective

Hewitt–Savage

Hewitt and Savage (1955):
If X1, . . . ,Xn, . . . are exchangeable with values in X , there exists a
probability measure µ on P(X ) on X , such that

P(X1 ∈ A1, . . . ,Xn ∈ An) =

∫
Q(A1) · · ·Q(An) µ(dQ),

Further, µ is the distribution function of the empirical measure:

M(A) = lim
n→∞

Mn(A) = lim
n→∞

1

n

n∑
i=1

χA(Xi ), M ∼ µ.

and, conditionally on M = Q, X1, . . . ,Xn, . . . are i.i.d. with
distribution Q:

P(X1 ∈ A1, . . . ,Xn ∈ An |M = Q) = Q(A1) · · ·Q(An).
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Finite exchangeability
Convexity perspective

Finite versions of de Finetti’s Theorem

X1, . . . ,Xn are n-exchangeable if for fixed n:

X1, . . . ,Xn
D
= Xπ(1), . . . ,Xπ(n) for all π ∈ S(n).

Diaconis and Freedman (1980b):
If X1, . . . ,Xn are n-exchangeable and Pk is distribution of
X1, . . . ,Xk , Pk can be approximated with the k-marginal Pµk of an
infinitely exchangeable Pµ. For |X | = c < ∞ the bound is

||Pk − Pµk || ≤
2ck

n
.

For general X the bound is

||Pk − Pµk || ≤
k(k − 1)

n
.

||P − Q|| = 2 supA |P(A)− Q(A)| is the total variation norm.
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Finite exchangeability
Convexity perspective

If P0 and P1 are both exchangeable (finitely or infinitely):

Pi (X1 ∈ A1, . . . ,Xn ∈ An) = Pi (Xπ(1) ∈ A1, . . . ,Xπ(n) ∈ An), i = 0, 1

this also holds for any convex combination

Pα = αP0 + (1− α)P1, 0 ≤ α ≤ 1.

Thus, the set of exchangeable measures is convex. A point P of a
convex set P is an extreme point if

P = (P1 + P2)/2 and P,P1,P2 ∈ P implies P = P1 = P2.
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Finite exchangeability
Convexity perspective

Any point in a compact convex set can be represented as a
barycenter (centre of gravity) of a measure concentrated on the
extreme points.

The integral representation

P(X1 ∈ A1, . . . ,Xn ∈ An) =

∫
Q(A1) · · ·Q(An) µ(dQ),

expresses an arbitrary exchangeable P as barycenter of a unique
measure µ concentrated on the extreme exchangeable
distributions, which correspond to i.i.d.r.v.

A compact and convex set, where the representing measure µ is
uniquely determined by P is a simplex.
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Finite exchangeability
Convexity perspective

Extreme points and asymptotic behaviour

Consider the following σ-fields:

The tail σ-field of events that do not depend on the first finite
number of coordinates:

T =
∞⋂

n=1

σ{Xn,Xn+1, . . . , }.

The exchangeable σ-field E , of all events A that are not affected
by any finite permutation π ∈ S(n).

The sufficient σ-field M, generated by the limiting empirical
measure M∞. It clearly holds that

M⊆ T ⊆ E .

If P is exchangeable all three σ-fields coincide as measure algebras
(Olshen, 1971).
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Finite exchangeability
Convexity perspective

An exchangeable distribution is an extreme exchangeable
disribution if and only if it has trivial tail, i.e. T only contains sets
of probability one or zero:

A ∈ T =⇒ P(A) ∈ {0, 1}.

Necessity is easy. For if A ∈ T , we could write

P(·) = P(· |A)P(A) + P(· | ¬A)(1− P(A)).

Since P(· |A) and P(· | ¬A) are both exchangeable, P cannot be
an extreme point if 0 < P(A) < 1.
The converse is a bit more subtle and needs a reverse martingale
argument (or de Finetti’s theorem) to deduce that if X1, . . . ,Xn, . . .
are exchangeable, they are conditionally i.i.d. given T .
Same statement would be true if T were replaced by M or E , and
with essentially the same proof.
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Summarizing statistics
Examples
Semigroup statistics
Further examples

For binary variables, X1, . . . ,Xn, . . . is exchangeable if and only if
for all n

P(X1 = x1, . . . ,Xn = xn) = φn(
∑

i xi ).

Because S(n) acts transitively on binary n-vectors with fixed sum,
i.e. if x and y are two such vectors, there is a permutation which
sends x into y .
So, in the binary case, exchangeability is equivalent to tn =

∑
i xi

being sufficient and

p(x1, . . . , xn | tn) =

(
n

tn

)−1

.

In general,the basic sufficient statistic is the empirical measure Mn,
or for X = R the order statistic (x(1), x(2), . . . , x(n)).
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Summarizing statistics
Examples
Semigroup statistics
Further examples

We say that t(x) is summarizing a distribution p if for some φ

p(x) = φ(t(x)).

Note that if t(x) is summarizing, it is sufficient for any family of
distributions that it summarizes.
In addition it holds that

p(x | t) is uniform on {x : t(x) = t}

Exchangeability is equivalent to tn =
∑

i xi summarizing the
distribution of X1, . . . ,Xn.
If the distribution of a sequence of random variables is summarized
by a sequence tn, n = 1, 2, . . . of statistics, it is also known as a
partially exchangeable sequence. This is not necessarily an
appropriate term.
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Summarizing statistics
Examples
Semigroup statistics
Further examples

Rephrasing de Finetti–Hewitt–Savage

If a family of distributions for a sequence X1, . . . ,Xn, . . . is
summarized by the empirical measure, then every distribution in
the family is conditionally i.i.d. given the infinitely remote future T
or, equivalently, given the limiting empirical measure M∞.

Steffen LauritzenUniversity of Oxford Sufficiency, Partial Exchangeability, and Exponential Families



Outline
Theorems of deFinetti, Hewitt and Savage

Exchangeability and sufficiency
Variants and extensions

References

Summarizing statistics
Examples
Semigroup statistics
Further examples

Geometric distribution

Let X1,X2, . . . , be i.i.d. with a geometric distribution so

p(xi ) = (1− θ)θxi , x = 0, 1, 2, . . .

Then
p(x1 . . . , xn) = (1− θ)nθ

∑
i xi

so
∑

i xi is summarizing.

Question: What is the family of distributions on {0, 1, . . .}
summarized by

∑
i xi?

Answer: Mixtures of distributions which are conditionally i.i.d. and
geometric given the tail.
Note this ‘partially exchangeable’ sequence is in fact also
exchangeable.
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Examples
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Further examples

Uniform distribution

Let X1,X2, . . . , be i.i.d. uniform on ]0, θ]:

p(xi ) = θ−1χ]0,θ](xi ), 0 < x < ∞.

Then
p(x1 . . . , xn) = θ−nχ]0,θ](max

i
xi )

so maxi xi is summarizing.
Could be considered both for x integer or real-valued.

Question: What is the family of distributions on ]0, θ] summarized
by maxi xi?

Answer: Mixtures of distributions which are conditionally i.i.d. and
uniform given the tail.
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Summarizing statistics
Examples
Semigroup statistics
Further examples

Normal distribution

Let X1,X2, . . . , be i.i.d. N (0, σ2):

p(xi ) =
1√

2πσ2
e−

(xi−µ)2

2σ2 , −∞ < x < ∞.

Then

p(x1 . . . , xn) =
1

(2πσ2)n/2
e−

∑
i x2

i
2σ2 +

µ
∑

i xi
σ2 − nµ2

2σ2

so (
∑

i x
2
i ,

∑
i xi ) is summarizing.

Question: What is the family of distributions on R summarized by
(
∑

i x
2
i ,

∑
i xi )?

Answer: Mixtures of distributions which are conditionally i.i.d. and
normally distributed given the tail.
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Further examples

We apparently have a way of generating models corresponding to
given summary statistics. Which statistics are possible? Clearly
t(x) = x is always summarizing.

Question: What is the family of distributions on R summarized by
median(x1, . . . , xn)?

Answer: None.

In fact, any minimal, summarizing sequence of statistics is
recursively computable:

tn+1(x1, . . . , xn, xn+1) = φn{tn(x1, . . . , xn), xn+1}.

This property of sufficient statistics was observed by Fisher (1925),
see also Freedman (1962); Lauritzen (1988).
So the median can never be a minimal sufficient statistic.
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If a sequence of statistics tn, n = 1, 2, . . . are all symmetric, i.e.

tn(x1, . . . , xn) = tn(xπ(1), . . . xπ(n)), π ∈ S(n)

and recursively computable, it must be of the form

tn(x1, . . . , xn) = t(x1)⊕ · · · ⊕ t(xn),

where t takes values in an Abelian semigroup i.e. ⊕ satisfies

a⊕ b = b ⊕ a, (a⊕ b)⊕ c = a⊕ (b ⊕ c).

Conversely, any such statistic is recursively computable and
symmetric.
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Summarizing statistics
Examples
Semigroup statistics
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Examples of semigroup statistics are

t(x) = x , x ⊕ y = x + y ,

t(x) = x , x ⊕ y = max(x , y)

and
t(x) = δx , δx ⊕ δy = δx + δy ,

where δx is the distribution with point mass in x .

These correspond to the sum, the maximum, and the empirical
distribution as summarizing statistics.
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Summarizing statistics
Examples
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de Finetti’s Theorem for semigroups

Let t : X → S be a semigroup valued statistic.

The distribution of X1, . . . ,Xn of is summarized by
tn(x1, . . . , xn) = t(x1)⊕ · · · ⊕ t(xn) for all n if and only if
X1, . . . ,Xn, . . . are conditionally i.i.d. given the tail T and

P(Xi = x | T ) = p(x) = p(x | θ) = c(θ)−1ρθ{t(x)}

where ρθ is a character on the semigroup generated by t(X ), i.e.
an ‘exponential function’, satisfying

ρθ(u)ρθ(v) = ρ(u ⊕ v), ρθ(u) ≥ 0.

Shown in Lauritzen (1982), see also Lauritzen (1984, 1988); Ressel
(1985).
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Recall that
p(x | θ) = c(θ)−1ρθ{t(x)}.

For x ⊕ y = x + y , the characters are

ρθ(x) = θx

corresponding to the geometric distribution as before.

For x ⊕ y = max(x , y), the characters are

ρθ(x) = χ]0,θ](x),

corresponding to the geometric distribution.

For the empirical measures δx ⊕ δy = δx + δy , the characters are

ρθ(x) = θx , θ = {θx , x ∈ X}.
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Summarizing statistics
Examples
Semigroup statistics
Further examples

A non-standard example

For distributions on the integers X = 1, 2, . . . and t(x) = x with
x ⊕ y = xy we get

ρθ(x) =
∏
ν∈Π

θnν(x)
ν , θ = {θν , ν ∈ Π},

where Π are the prime numbers and nν(x) the number of times ν
divides x .
If X is distributed according to p(x | θ), the multiplicities nν(X ) of
its prime factors are independent and geometrically distributed
with parameter θν (Lauritzen, 1988).
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de Finetti’s Theorem for Finite Markov chains

Diaconis and Freedman (1980a) show for countable X that if the
distribution of X1, . . . ,Xn is for all n summarized by

tn(x1, . . . , xn) = (x1, {nxy}x ,y∈X )

where nxy are the transition counts:

nxy = #{i : (xi , xi+1) = (x , y)}

and the process is recurrent, then it is a mixture of stationary
Markov chains.
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Similar results true for

tn(x1, . . . , xn) = {x1,⊕i t(xi , xi+1)}

where t : X × X → S is semigroup valued:

The extreme recurrent processes are Markov chains with

P(Xn+1 = y |Xn = x) = ρθ{t(x , y)}cθ(y)

cθ(x)
,

where cθ are eigenvectors with eigenvalue 1 for the matrix
mxy = ρθ{t(x , y)}; see Ressel (1988) for full details.

Clearly, then

p(x1, . . . , xn) = p(x1)ρθ{⊕i t(xi , xi+1)}
cθ(xn)

cθ(x1)
.
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Finite versions of deFinetti’s Theorem for semigroups have been
given by Diaconis and Freedman (1988).

Things get more complex with statistics of the form

tn(x1, . . . , xn) = ⊕i ti (xi ),

for example for tn(x1, . . . , xn) =
∑

i ixi (Lauritzen, 1984, 1988).

Next time on to arrays and random graphs!
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