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Chapter 1
Introduction

Conditional independence

The notion of conditional independence is fundamental for graphical models.
For three random variables X, ¥ and Z we denote this as X |1 ¥ |Z and graphi-
cally as

X z Y

If the random variables have density w.r.t. a product measure U, the conditional
independence is reflected in the relation

f(x,3,2)f(2) = f(x,2) f(3,2),

where f is a generic symbol for the densities involved.

Graphical models

3 6

For several variables, complex systems of conditional independence can be de-
scribed by undirected graphs.

Then a set of variables A is conditionally independent of set B, given the values
of a set of variables C if C separates A from B.
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Fig. 1.1 An example of a directed graphical model describing the relationship between risk fac-
tors, lung diseases and symptoms. This model was used by Lauritzen and Spiegelhalter (1988) to
illustrate important concepts in probabilistic expert systems.

A pedigree

founder_3

child_10

Graphical model for a pedigree from study of Werner’s syndrome. Each node is
itself a graphical model.
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A highly complex pedigree
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Family relationship of 1641 members of Greenland Eskimo population.






Chapter 2
Markov Properties

2.1 Conditional Independence

2.1.1 Basic properties

Graphical models are based on the the notion of conditional independence:

Definition 2.1 (Conditional Independence). Random variables X and Y are condi-
tionally independent given the random variable Z if the conditional distribution of
X given Y and Z is the same as the conditional distribution of X given Z alone, i.e.

LX|Y,Z)=L(X|Z). 2.1)

We then write X 1L Y |Z or X LLpY |Z if we want to emphasize that this depends
on a specific probability measure P. Alternatively, conditional independence can be
formulated in terms of c-algebras:

Definition 2.2 (Conditional independence of c-algebras). The c-algebras ./ and
A are conditionally independent given the o-algebra ¥ if the conditional expecta-
tion satisfies

E(14n3|%) =E(14|€)E(15| %) forall A € o, B € . 2.2)

We then write 7 11 #|% and wehave X 1L Y|Z <— o(X) LLo(Y)|o(2),ie.
if the corresponding G-algebras are independent.

It is not difficult to show that if the joint distribution of (X,Y¥,Z) has density
with the respect to a product measure, conditional independence is equivalent to the
factorizations

X1UY|Z <= f(x22)f(2) = fx2)f(z2) (2.3)
<= 3Ja,b: f(x,y,2) = a(x,2)b(y,2). (24

Similarly, one can show that for random variables X, Y, Z, and W it holds
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(C1) ifX1LY|ZthenY LLX|Z;

(C2) ifX1lY|ZandU =g(Y),thenX 1LLU|Z;

(C3) ifX1lY|ZandU =g(Y),thenX 1LY |(Z,U);
(C4) ifXLLY|Zand X LLW|(Y,Z), then X LL (Y,W)|Z;

If the joint distribution of the random variables have a density w.r.t. a product mea-
sure which is strictly positive, it further holds that

(C5) ifXLLY|(Z,W)and X LLZ|(Y,W)then X 1L (Y,Z)|W.

Without additional conditions on the joint distribution, (C5) does not hold, but pos-
itivity of the density is not necessary for (C5). For example, in the case where W is
constant it is enough that f(y,z) > 0 for all (y,z) or f(x,z) > 0 for all (x,z). In the
discrete and finite case it is sufficient that the bipartite graphs ¥y = (% U %, E;)
defined by

y~iz = f(nz) >0,

are all connected, or alternatively if the same condition is satisfied with X replacing
Y.

Conditional independence can be seen as encoding irrelevance in a fundamental
way. If we give A LL B|C the interpretation: Knowing C, A is irrelevant for learning
B, the properties (C1)—(C4) translate to:

(I1) If, knowing C, learning A is irrelevant for learning B, then B is irrelevant for
learning A;

(I2) If, knowing C, learning A is irrelevant for learning B, then A is irrelevant for
learning any part D of B;

(I3) If, knowing C, learning A is irrelevant for learning B, it remains irrelevant
having learnt any part D of B;

(I4) If, knowing C, learning A is irrelevant for learning B and, having also learnt
A, D remains irrelevant for learning B, then both of A and D are irrelevant for
learning B.

The property (C5) does not have immediate intuitive appeal for general irrelevance.
Also the symmetry (C1) is a special property of probabilistic conditional indepen-
dence, rather than of general irrelevance, so (I1) does not have the same immediate
appeal as the others.

2.1.2 General conditional independence

The general interpretation of conditional independence suggests the usefulness of an
abstract study of algebraic structures satisfying these. So consider the set of subsets
of a finite set and a ternary relation |, among those.

Definition 2.3 (Graphoid). The relation 1 is said to be a graphoid if for all dis-
joint subsets A, B, C, and D of V:
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(S1) ifALgB|Cthen BLsA|C;

(S2) ifALlgB|CandD C B, then A LsD|C;

(S3) ifALlsB|Cand D C B, thenA LsB|(CUD);

(S4) ifALlgB|CandA LsD|(BUC), thenA Ly (BUD)|C;
(S5) ifALsB|(CUD)and A LyC|(BUD)thenA L, (BUC)|D.

The relation is a called a semigraphoid if only (S1)—(S4) holds.

The properties (S1)—(S4) are known as the semigraphoid axioms and similarly
(S1)—(S5) as the graphoid axioms. They originate in a slightly different form with
Dawid (1979, 1980). It was conjectured by Pearl (1988) that they could be used as
complete axioms for probabilistic conditional independence but this has been shown
to be false; in fact, there is no finite axiom system which is complete for conditional
independence (Studeny 1992).

It is possible to consider more general (semi)graphoid relations, defined on other
lattices than the lattice of subsets of a set, for example on the lattice of sub-o-
algebras of a o-algebra. A completely general discussion of conditional indepen-
dence structures can be based on the notion of imsets (Studeny 1993).

In the following we shall give several examples of graphoids and semigraphoids
and more examples will appear later in the notes.

Let V be a finite set and X = (X,,v € V) random variables taking values in 2.
For A CV we let X4 = (X,,v € A) and similarly x4 = (x,,v €A) € Z4 = Xyea 2.
If we abbreviate as

AJ_LB‘S — X4 _U_XB|X5,

the basic properties of conditional independence imply that the relation 1L on sub-
sets of V is a semigraphoid and if f(x) > 0 for all x, the relation 1L is also a
graphoid. This is a probabilistic semigraphoid. Not all (semi)graphoids L are
probabilistically representable in the sense that there is a joint distribution so that

AlgB|S < X4 1L Xg|Xs;

see Studeny (1993) for further discussion of this point.

Second order conditional independence

Sets of random variables A and B are partially uncorrelated for fixed C if their
residuals after linear regression on X¢ are uncorrelated:

COV{XA — E* (XA |Xc),XB — E* (XB |Xc)} = 0,

in other words, if the partial correlations pap.c are equal to zero. If this holds we
write A L, B|C. The relation 1, satisfies the semigraphoid axioms (S1) -(S4), and
the graphoid axioms if there is no non-trivial linear relation between the variables
inV.
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Separation in undirected graphs

Let 4 = (V,E) be a finite and simple undirected graph (no self-loops, no multiple
edges). For subsets A,B,S of V, let A Ly B|S denote that S separates A from B in
¢, i.e. that all paths from A to B intersect S. It then holds that the relation 14 on
subsets of V is a graphoid. Indeed, this is the reason for choosing this name for such
separation relations.

Geometric orthogonality

As another fundamental example, consider geometric orthogonality in Euclidean
vector spaces or Hilbert spaces. Let L, M, and N be linear subspaces of a Hilbert
space H and define

L1M|N < (L&N)L (MoN),
where L& N = LN N-L. If this condition is satisfied, L and M are said to meet or-
thogonally in N. This relation has properties

(O1) IfL_LM|NthenM L L|N;

(02) IfL L M|NandU is alinear subspace of L, then U L M|N;

(03) IfL L M|N andU is a linear subspace of M, then L L M|(N+U);
(04) IfLLM|NandL LR|(M~+N),then L L (M+R)|N.

The analogue of (S5) does not hold in general; for example if M = N we may have
LIM|NandL L N|M,

but in general it is false that L 1. (M + N). Thus L is a semigraphoid relation on the
lattice of closed subspaces of a Hilbert space.

Variation independence

Let # C 2 = X,ey %, and define for S C V and uy € ZsN% the S-section Y s
of % as
U"s = {uy\g:us = ug,u € U }.

Define further the conditional independence relation #4 as
A fqy B|S < Vul: U = {U"S Y x {U"S )5

i.e. if and only if the S-sections all have the form of a product space. The relation
to satisfies the semigraphoid axioms. Note in particular that A £4 B|S holds if
is the support of a probability measure satisfying A LL B|S.
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2.2 Markov Properties for Undirected Graphs

Graphs can be used to generate conditional independence structures in the form
of Markov properties, typically described through the separation properties of the
graph. Here we consider a simple undirected graph ¥ = (V,E) and a conditional
independence relation L5 on the subsets of V which we assume satisfies the semi-
graphoid axioms. The Markov properties associated with an undirected graph ¢ are
known as pairwise, local and global, to be detailed in the following.

2 4

3 6

Fig. 2.1 Undirected graph used to illustrate the different Markov properties

The pairwise Markov property

The semigraphoid relation L satisfies the pairwise Markov property w.rt. 4 if
non-adjacent vertices are conditionally independent given the remaining, i.e.

axp=alsBp|V\{ap}
For example, in Fig. 2.1 the pairwise Markov property states that
1155]|{2,3,4,6,7} and 4 L 56|{1,2,3,5,7}.

If the relation L, satisfies the pairwise Markov property, we also write that 14
satisfies (P).

The local Markov property

The semigraphoid relation L4 satisfies the local Markov property w.r.t. 4 if every
variable is conditionally independent of the remaining, given its neighbours

VYaeV:alsV\cl(a)|bd(a).

For example, if L satisfies the local Markov property w.r.t. the graph in Fig. 2.1
it holds that 5 1 5{1,4}]{2,3,6,7} and 7 L5 {1,2,3}|{4,5,6}. If the relation L
satisfies the local Markov property, we also write that | 5 satisfies (L).
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The global Markov property

The semigraphoid relation | satisfies the global Markov property w.r.t. ¢ if any
two sets which are separated by a third are conditionally independent given the
separating set

AlgB|S=ALlsB|S.

To identify conditional independence relations in the graph of Fig. 2.1 one should
look for separating sets, such as {2,3}, {4,5,6}, or {2,5,6}. For example, it follows
that 1 157|{4,5,6} and 2 L56|{3,4,5}. If the relation L satisfies the global
Markov property, we also write that | 5 satisfies (G).

Structural relations among Markov properties

The various Markov properties are related, but different in general:
Theorem 2.1. For any semigraphoid relation 1 s it holds that
G) = L) = (P).
If L satisfies graphoid axioms it further holds that
P =G
so that in the graphoid case
G) <= (L) <= (P).

The latter holds in particular for L, when f(x) > 0, so that for probability distri-
butions with positive densities, all the Markov properties coincide.

Proof. Since this result is so fundamental and the proof illustrates the use of
graphoid axioms very well, we give the full argument here, following Lauritzen
(1996).

(G) implies (L):

This holds because bd(a) separates o from V \ cl(a).

(L) implies (P):
Assume (L). Then 8 € V' \ cl() because « ¢ . Thus

bd(a@) U((V\cl(a))\{B}) =V \{a B},
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Hence by (L) and (S3) we get that

ale(Viel(a)[V\{aB}.
(S2) then gives o Ls B |V \ {o, B} which is (P).

(P) implies (G) for graphoids:

The proof uses reverse induction to establish this for a general undirected graph.
Before we proceed to give this proof, due to Pearl and Paz (1987), it is helpful to
note that the graphoid condition (S5):

ALlgB|(CUD)and A LsC|(BUD) = A L4 (BUC)|D

exactly expresses that the pairwise Markov property (P) implies the global Markov
property (G) on the graph in Fig. 2.2.

w Y
X
z
Fig. 2.2 The graphoid condition (S5) expresses that the pairwise Markov property (P) implies the
global Markov property (G) on this particular graph.

Assume (P) and A L B|S. We must show A | 5 B|S. Without loss of generality
we assume that A and B are non-empty. The proof is reverse induction on n = |S|.

If n = |V|—2 then A and B are singletons and (P) yields A 1 5 B|S directly.

Assume next that |S| = n < |V| —2 and the conclusion has been established for
|S| > n. Consider first the case V.= AUBUS. Then either A or B has at least two
elements, say A. If o € A then B Ly (A\ {a})|(SU{a}) and also o Ly B| (SUA\
{a}) (as Lg is a semi-graphoid). Thus by the induction hypothesis

(A\{a}) LoB|(SU{a}) and {ar} Lo B|(SUA\{a}).

Now (S5) givesA LsB | S.

For AUBUS C V we choose ot € V\ (AUBUS). Then A Ly B|(SU{a}) and
hence the induction hypothesis yields A L B|(SU {a}). Further, either AU S sep-
arates B from {a} or BUS separates A from {a}. Assuming the former gives
o LsBJAUS. Using (S5) we get (AU{a}) LsB|S and from (S2) we derive that
A L5 B| S. The latter case is similar. O

The Markov properties are genuinely different in general if the graphoid axioms are
not satisfied, as demonstrated by the examples below.
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Example 2.1 (Pairwise Markov but not local Markov). Let X =Y = Z with P{X =
1} = P{X =0} = 1/2. This distribution satisfies (P) but not (L) with respect to the
graph below.

° —o
X Y z

The pairwise Markov property says that X 11 Y |Z and X LL Z|Y, which both are
satisfied. However, we have that bd(X) = 0 so (L) would imply X LL (¥,Z) which
is false.

It can be shown that (L) <= (P) if and only if & has no induced subgraph
Gy = (A, Ep) with |A| = 3 and |E,| € {2,3} (Matd§ 1992).

Here the dual graph ¢ is defined by o~ f if and only if ¢ ¢ 3, i.e. has edges exactly
where ¢ does not.
Example 2.2 (Local Markov but not global Markov). Let U and Z be independent
with

PU=1)=PZ=1)=P{U=0)=P(Z=0)=1/2,

W =U,Y =Z,and X = WY. This satisfies (L) but not (G) w.r.t. the graph below.

——o—0o—0o—9
U w X Y z

The local Markov property follows because all variables depend deterministically
on their neighbours. But the global Markov property fails; for example it is false
that W 1L Y |X.

It can be shown that (G) <= (L) if and only if the dual graph & does not have
the 4-cycle as an induced subgraph (Matis 1992).

Factorization and Markov properties
For a CV, y,(x) is a function depending on x, only, i.e.

Xa =Ya = ll/a(x) = th(y)'

We can then write W, (x) = y,(x,) without ambiguity.
The distribution of X factorizes w.r.t. ¢4 or satisfies (F) if its density f w.r.t. prod-
uct measure on 2" has the form

fx) = H Va(x),

4

where o7 are complete subsets of ¢ or, equivalently, if

f@) =TT vel),

cEF

where % are the cliques of 4.
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Example 2.3. The cliques of the graph in Fig. 2.1 are the maximal complete subsets
{1,2}, {1,3}, {2,4}, {2,5}, {3,5,6}, {4,7}, and {5,6,7} and a complete set is
any subset of these sets, for example {2} or {5,7}. The graph corresponds to a
factorization as

Fx) = wra(xr,x2) Wiz (1,x3) Waa (X2, X4) W5 (X2, X5)
X W356(x3,X5,X6) Wa7 (X4,%7) Ws67 (X5, X6,X7).

Consider a distribution with density w.r.t. a product measure and let (G), (L) and
(P) denote Markov properties w.r.t. the semigraphoid relation LI .

Theorem 2.2. It holds that
F) =G

and if the density is strictly positive it further holds that (P) = (F), such that then
all the Markov properties coincide:

F) «— (G) <= (L) < (P).
Proof. See Lauritzen (1996, pp. 35-36).

Without the positivity restriction (G) and (F) are genuinely different, as illustrated
in the example below, due to Moussouris (1974).

L
BN

0 0 0 0
L )
0 0
1
Fig. 2.3 The distribution which is uniform on these 8 configurations satisfies (G) w.r.t. the 4-cycle.
Yet it does not factorize with respect to this graph.

Example 2.4 (Global but not factorizing). Consider the uniform distribution on the
8 configurations displayed in Fig. 2.3. Conditioning on opposite corners renders one
corner deterministic and therefore the global Markov property is satisfied.

However, the density does not factorize. To see this we assume the density fac-
torizes. Then e.g.

0# 1/8=£(0,0,0,0) = y12(0,0)y23(0,0)w34(0,0) w1 (0,0)
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so these factors are all positive. Continuing for all possible 8 configurations yields
that all factors y,(x) are strictly positive, since all four possible configurations are
possible for every clique.

But this contradicts the fact that only 8 out of 16 possible configurations have
positive probability. a

In fact, we shall see later that (F) <= (G) if and only if ¢4 is chordal, i.e. does not
have an n-cycle as an induced subgraph with n > 4.

Instability of conditional independence under weak limits
Consider a sequence P,,n = 1,2, ... of probability measures on .2~ and assume that

A 1l p B|C.If P, — P weakly, it does not hold in general that A L1 p B|C. A simple
counterexample is as follows: Consider X = (X1,X,X3) ~ A43(0,XZ,) with

1 1
lﬁi 10%
y 1 2 1
n Vaon o n — 1000
1 1 1

so in the limit it is not true that 1 L1 p 3|2. The concentration matrix K, is

2 —yn 0
Kn:zr:l: —v/n 37” —Vn
0 —yi 2

so for all n it holds that 1 L1 p, 3|2. The critical feature is that K,, does not converge,
hence the densities do not converge.

Stability of conditional independence under limits

If & is discrete and finite and P, — P pointwise, conditional independence is pre-
served: This follows from the fact that

X 1pY|Z = fulx,3.2)fu(2) = fu(x,2) fu(y,2)

and this relation is clearly stable under pointwise limits. Hence (G), (L) and (P) are
closed under pointwise limits in the discrete case.

In general, conditional independence is preserved if P,, — P in total variation (A.
Klenke, personal communication, St Flour 2006).

Example 2.5 (Instability of factorization under limits). Even in the discrete case,
(F) is not closed under pointwise limits in general. Consider four binary variables
X1,X>,X3,X4 with joint distribution
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n¥1x2 +Xpx3+Xx3X4 —X X4 —Xxp —x3+1

Su(x1,20,%3,04) = 8 8n

This factorizes w.r.t. the graph below.

2 3

1 4
It holds that f,(x) = n/(8 4+ 8n) for each of the configurations below

(0’0’070) (1’0’070) (1’]"070) (1717170)
(0307071) (0307]‘71) (0317]‘71) (1’]‘7]‘71)7

whereas f,,(x) = 1/(8 + 8n) for the remaining 8 configurations. Thus, when n — oo
the density f;, converges to f(x) = 1/8 for each of the configurations above and
f(x) =0 otherwise, i.e. to the distribution in Example 2.4 which is globally Markov
but does not factorize.

Markov faithfulness

A distribution P is said to be Markov faithful to a graph ¢ if it holds that
AlyB|S < ALllpB]|S.

It can be shown by a dimensional argument that if |2, > 2 for all v € V, then
there is a distribution P which is Markov faithful to 4. For a Markov faithful P, the
graphoids L and 1l p are isomorphic.

In fact, in the discrete and finite case, the set of Markov distributions which are
not faithful to a given graph is a Lebesgue null-set in the set of Markov distributions.
No formal proof seems to be published, but Meek (1995) gives a proof for the case
of directed acyclic graphs and indicates how this can be extended to undirected
graphs.

2.3 Markov Properties for Directed Acyclic Graphs

A directed acyclic graph & over a finite set V is a simple graph with all edges
directed and no directed cycles in the sense that that following arrows in the graph,
it is impossible to return to any point.

Graphical models based on DAGs have proved fundamental and useful in a
wealth of interesting applications, including expert systems, genetics, complex
biomedical statistics, causal analysis, and machine learning, see for example Fig. 1.1
and other examples in Chapter 1.
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The directed Markov properties are straight-forward generalizations of the notion
of a Markov chain with X;; Ll {X;,..., X;_1}|X;fori=3,...,m:
—>o—>0—>0——>0--->0

Xi Xo X3 X4 Xs Xy

Local directed Markov property

A semigraphoid relation | satisfies the local Markov property (L) w.r.t. a directed
acyclic graph & if all variables are conditionally independent of its non-descendants
given its parents.

VYaeV:als{nd(a)\pa(a)}|pala).

Here nd(ct) denotes the non-descendants of a.

2 4

Fig. 2.4 A directed, acyclic graph

The local Markov property for the DAG in Fig. 2.4 yields, for example, that
415{1,3,5,6}12,515{1,4}]{2,3},and 3 L5 {2,4}]|1.

Ordered Markov property

Suppose the vertices V of a DAG & are well-ordered in the sense that they are
linearly ordered in a way which is compatible with &, i.e. so that

aepa(f)=a<p.

We then say that the semigraphoid relation L satisfies the ordered Markov prop-
erty (O) w.r.t. a well-ordered DAG Z if

VaeV:als{pr(a)\pa(a)}|pa(a).

Here pr(@) are the predecessors of @, i.e. those which are before o in the well-
ordering.

The numbering in Fig. 2.4 corresponds to a well-ordering. The ordered Markov
property says for example that 4 | 5{1,3}|2,5 15{1,4}|{2,3},and 3 L5 {2}]1.
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Separation in DAGs

The global Markov property for directed acyclic graphs is expressed in terms of a
type of separation which is somewhat involved compared to the undirected case.

A trail T from o to B is a sequence vi,vy,...,v, of edges with o = vy, B = v,
and all consecutive vertices being adjacent. A trail T in Z is blocked by a set S if it
contains a vertex y € T such that

e cither ¥ € S and edges of 7 do not meet head-to-head at ¥, or
e 7and all its descendants are not in S, and edges of T meet head-to-head at .

A trail that is not blocked is active. Two subsets A and B of vertices are d-separated
by S if all trails from A to B are blocked by S. We write A L 4 B|S.

In the DAG of Fig. 2.4 we have, for example, that for S = {5}, the trail
(4,2,5,3,6) is active, whereas the trails (4,2,5,6) and (4,7,6) are blocked. For
S = {3,5} all these trails are blocked. Hence it holds that 4 | 63,5, but it is not
true that 4 1 5 6|5 nor that 4 1 5 6.

Global directed Markov property

A semigraphoid relation 1, satisfies the global Markov property (G) w.r.t. a di-
rected acyclic graph 2 if

AlyB|S=AlsB|S.

In Fig. 2.4 the global Markov property thus entails that 4 11 63,5 and 2 Ll 3]|1.

Equivalence of Markov properties

In the directed case the relationship between the alternative Markov properties is
much simpler than in the undirected case.

Proposition 2.1. It holds for any directed acyclic graph 2 and any semigraphoid
relation | s that all directed Markov properties are equivalent:

(G) <= (L) < (0).

We omit the proof of this fact and refer to Lauritzen et al (1990) for details. FiXme
Fatal: give the proof here?

There is also a pairwise property (P), but it is less natural than in the undirected
case and it is weaker than the others, see Lauritzen (1996, page 51).
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Factorisation with respect to a DAG

A probability distribution P over 2" = Zy factorizes over a DAG Z if its density f
w.r.t. some product measure y has the form

(F): f(x) = Hkv(xv |xpa(v))

veV

where k, > 0 and [ ky(xy [ Xpa(v)) 1y (dx,) = 1. It can be easily shown by induction
that (F) is equivalent to (F*), where

(F): flx)= Hf(xv |xpa(v))7

veV

i.e. it follows from (F) that k, in fact are conditional densities. The graph in Fig. 2.4
thus corresponds to the factorization

fx) = f(x1) flxa]xr) f(x3]xr) f(xs|x2)

X f(xs|x2,x3) f(x6 | x3,%5) f (x7] x4, X5, %)

Markov properties and factorization

Assume that the probability distribution P has a density w.r.t. some product measure
on 2. It is then always true that (F) holds if and only if 1l p satisfies (G), so all
directed Markov properties are equivalent to the factorization property!

F) < (G) <= (L) < (0). 2.5)
FiXme Fatal: give the proof here?

Ancestral marginals

The directed Markov properties are closed under marginalization to ancestral sub-
sets, i.e. sets which contain the parents of all its vertices

o €A=pa(a) €A.

Proposition 2.2. If P factorizes w.r.t. 2 and A C 'V is ancestral, it factorizes w.r.t.
Da.

Proof. Induction after |V|, using that if A is ancestral and A # V/, there is a terminal
vertex o with oy ¢ A. Hence the A-marginal can be obtained by first marginalizing
to V' =V \{op} and subsequently marginalizing to A from V' which has one vertex
less than V. O
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Moralization and undirected factorizations

The moral graph 2™ of a DAG 2 is obtained by adding undirected edges between
unmarried parents and subsequently dropping directions, as illustrated in Fig. 2.5.

Fig. 2.5 Illustration of the moralization process. Undirected edges are added to parents with a
common child. Directions on edges are subsequently dropped.

Markov properties of directed and undirected graphs are different in general.
However, there are obvious important connections between directed and undirected
factorizations. We have for example the following

Proposition 2.3. If P factorizes w.r.t. 9, it factorizes w.r.t. the moralized graph ™.

Proof. This is seen directly from the factorization:

flx)= Hf(xv |xpa(v)) = H Vivyupa(v) (x),

veV veVv
since {v} Upa(v) are all complete in 2™. O

Hence if P satisfies any of the directed Markov properties w.r.t. 2, it satisfies all
Markov properties for 2.

Perfect DAGs

The skeleton 6(2) of a DAG is the undirected graph obtained from 2 by ignoring
directions.

A DAG Z is perfect if all parents are married or, in other words if 6(2) = 2™.
It follows directly from Proposition 2.3 that the directed and undirected properties
are identical for a perfect DAG Z:

Corollary 2.1. P factorizes w.r.t a perfect DAG 2 if and only if it factorizes w.r.t. its
skeleton 6(2).

Not that a rooted tree with arrows pointing away from the root is a perfect DAG.
Thus for such a rooted tree the directed and undirected Markov properties are the
same.

In particular this yields the well-known fact that any Markov chain is also a
Markov field.
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We shall later see that an undirected graph ¢ can be oriented to form a perfect
DAG if and only if ¢ is chordal.

Alternative equivalent separation criterion

The criterion of d-separation can be difficult to verify in some cases, although ef-
ficient algorithms to settle d-separation queries exists. For example, Geiger et al
(1990) describe an algorithm with worst case complexity O(|E|) for finding all ver-
tices o which satisfy o L o B|S for fixed sets B and S.

Algorithms for settling such queries can also be based on the following alterna-
tive separation criterion given by Lauritzen et al (1990) which is based on Proposi-
tions 2.2 and 2.3. For a query involving three sets A, B, S we perform the following

2 4 2
1 5 1 : 5 < 5
3 6 3

3 6

4

6

Fig. 2.6 To settle the query “4 L,,6|3,5?” we first form the subgraph induced by all ancestors of
vertices involved. The moralization adds an undirected edge between 2 and 3 with common child
5 and drops directions. Since {3,5} separates 4 from 6 in the resulting graph, we conclude that
41,,6|3,5.

operations:

1. Reduce to subgraph induced by ancestral set Zspaupus) of AUBUS;

2. Moralize to form (Zanausus))™ 5

3. Say that S m-separates A from B and write A L, B | S if and only if S separates
A from B in this undirected graph.

The procedure is illustrated in Fig. 2.6. It now follows directly from Propositions
2.2 and 2.3 that

Corollary 2.2. If P factorizes w.r.t. 9 it holds that
Al,,B|S=A1lLB|S.

Proof. This holds because then P factorizes w.r.t. .@X’n( AUBUS) and hence satisfies

(G) for this graph. a
Indeed the concepts of m-separation and d-separation are equivalent:
Proposition 2.4. A L, B | Sifand only if A L4 B | S.

Proof. This is Proposition 3.25 of Lauritzen (1996). a
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Note however that Richardson (2003) has pointed out that the proof given in Lau-
ritzen et al (1990) and Lauritzen (1996) needs to allow self-intersecting paths to be
correct. FiXme Fatal: give the correct proof here

It holds for any DAG & that L4 (and hence 1,,) satisfies graphoid axioms
(Verma and Pearl 1990).

To show this is true, it is sometimes easy to use L,,, sometimes | 4. For exam-
ple, (S2) is trivial for L4, whereas (S5) is trivial for _L,,. So, equivalence of L4
and _L,, can be very useful.

Faithfulness

As in the undirected case, a distribution P is said to be Markov faithful for a DAG
2 if it holds that
AlgyB|S < ALllpB|S.

For a Markov faithful P, the graphoids L4 and _LLp are isomorphic.

If | Z,| > 2 for all v € V, then there is a distribution P which is Markov faith-
ful for 2, and it holds further that the set of directed Markov distributions which
are not faithful is a Lebesgue null-set in the set of directed Markov distributions
(Meek 1995), confirming in particular that the criterion of d-separation is indeed
the strongest possible.

Markov equivalence

Two DAGS 2 and 2’ are said to be Markov equivalent if the separation relations
14 and L4 are identical. Markov equivalence between DAGS is easy to identify,
as shown by Frydenberg (1990a) and Verma and Pearl (1990).

Fig. 2.7 The two DAGs to the left are Markov equivalent whereas those to the right are not. Al-
though those to the right have the same skeleton they do not share the same unmarried parents.

Proposition 2.5. Two directed acyclic graphs 2 and 9’ are Markov equivalent if
and only if 9 and 2’ have the same skeleton and the same unmarried parents.

The use of this result is illustrated in Fig. 2.7.

A DAG 2 is Markov equivalent to an undirected ¥ if the separation relations
14 and lg are identical.

This happens if and only if Z is perfect and 4 = ¢(Z). So the graphs below are
all equivalent
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& — O 00—  t— O —P8 = t—O0¢+——0

but not equivalent to the directed acyclic graph below

2.4 Summary

We conclude by a summary of the most important definitions and facts given in the
present chapter.

Markov properties for undirected graphs

(P)  Pairwise Markov property: a ¢ B = o LL B|V\{o,B};

(L) Local Markov property: oo 1LV \ cl(a)| bd(a);

(G)  Global Markov property: A 14 B|S= A 1L B|S;

(F)  Factorization property: f(x) = [lae Wa(x), &7 being complete subsets of V.

It then holds that
F)=G)=L)=P).

If f(x) > 0 even
F) <= (G) <= (L) < (P).

Markov properties for directed acyclic graphs

(O)  Ordered Markov property: a L1 {pr(a)\ pa(c)}| pa(a);
(L)  Local Markov property: o L1 {nd(a) \ pa(a)}| pa(ca);
(G)  Global Markov property: AL 4B|S = A 1L B|S.

(F)  Factorization property: f(x) = [Tyev f (v [ Xpa())-

It then always holds that

F) <= G) <= (L) < (0).

Relation between Markov properties on different graphs

If P is directed Markov w.r.t. 9 then P factorizes w.r.t. P™.

A DAG 2 is perfect if skeleton 4 = 6(2) = 9™, implying that directed and
undirected separation properties are identical, i.e. A Ly B|S <= A 14B|S.

An undirected graph 9 is the skeleton of a perfect DAG 9, i.e. 4 = o (9) = 9™,
if and only if 4 is chordal.
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Two DAGs 2 and 2’ are Markov equivalent, i.e.A 14 B|S < A L4 B|S, if
and only if 6(2) = 0(2') and 9 and 9’ have the same unmarried parents.






Chapter 3
Graph Decompositions and Algorithms

One important feature of graphical models is modularity; probabilistic information
in complex stochastic systems is distributed over smaller modules exploiting con-
ditional independence relations. The present chapter is specifically concerned with
such aspects.

3.1 Graph Decompositions and Markov Properties

Definition 3.1 (Graph decomposition). A partitioning of V into a triple (A, B, S) of
subsets of V forms a decomposition of an undirected graph ¢ if both of the following
holds:

() ALy B|S;
(i) S is complete.

The decomposition is proper if A # 0 and B # 0 and the components of & are the
induced subgraphs ¢4us and ¥p s. A graph is said to be prime if no proper de-
composition exists. Examples of prime graphs and graph decompositions are given
in Fig. 3.1 and Fig. 3.2. Any finite undirected graph can be recursively decom-

Fig. 3.1 An example of a prime graph. This graph has no complete separators.

posed into its uniquely defined prime components (Wagner 1937; Tarjan 1985; Di-
estel 1987, 1990), as illustrated in Fig. 3.3.

25
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2 4 2 2 4
CRDE T
3 6 3 6

Fig. 3.2 Decomposition with A = {1,3}, B={4,6,7} and S = {2,5}.

2 4 2 4
2
1 5
O s
3 6 : ;
3
6

Fig. 3.3 Recursive decomposition of a graph into its unique prime components.

Definition 3.2 (Decomposable graph). A graph is said to be decomposable if its
prime components are cliques.

It would make more sense to say that such a graph is fully decomposable and reserve
the term decomposable for a graph that is not prime. However, this has not been the
tradition in the statistical literature.

Decomposition of Markov properties
Graph decompositions are important because they correspond to decomposition and
thus modularization of the Markov properties, as captured in the following result.

Proposition 3.1. Ler (A, B,S) be a decomposition of 4. Then P factorizes w.r.t. 4 if
and only if both of the following hold:

(i) Paus and Pgug factorize w.r.t. Gy s and 9ps;

(ii) f(x) fs(xs) = faus(xaus) feus(xBus)-
Proof. This is Proposition 3.16 of (Lauritzen 1996). a

Recursive decomposition of a decomposable graph yields:

F@) T fsGes)YS =TT felxo).

Se.s Cce?

Here . is the set of complete separators occurring in the decomposition process
and v(S) the number of times a given S appears. More generally, if 2 denotes the
prime components of ¢ we have:
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£@) IT £56s)" = T folxo)- 3.1)

Se.s 02

Combinatorial consequences
Ifin (3.1) we let 2, = {0,1} and f be uniform, i.e. f(x) =2~1V], this yields

4 H 7=1SIv(S) — H 7-10|

Se. 02

and hence we must have

Y 101= ) ISv(S)+ V] (3.2)

02 Se.”

Similarly the right and left hand sides of (3.1) must have the same number of factors
as every decomposition yields an extra factor on both sides of the equation and
hence it holds that
12/=) v($)+1.
Se.s

These identities were also derived in a slightly different form in Lauritzen et al
(1984).

Example 3.1. An undirected tree 7 is decomposable with prime components being
the edges and the separators equal to the vertices, with the multiplicity v(v) being
one less than the degree of the vertex

v(v) =deg(v) — 1 = [bd(v)|,
and the combinatorial identities above reduce to

20E[ =Y deg(v), [E|=Y (deg(v)+1)+1=|V|+1+ ) deg(v)

veV veV veV

implying in particular
|E| = [V[+1.

3.2 Chordal Graphs and Junction Trees

Properties associated with decomposability

A numbering V = {1,...,|V|} of the vertices of an undirected graph is said to be
perfect if the induced oriented graph is a perfect DAG or, equivalently, if

Vi=2,...,|V]:bd(j)N{1,...,j— 1} is complete in ¥.
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An undirected graph ¥ is said to be chordal if it has no n-cycle with n > 4 as
an induced subgraph. Chordal graphs are also known as rigid circuit graphs (Dirac
1961) or triangulated graphs (Berge 1973). A set S is called an (¢, 3)-separator if
o Lg B|S. Chordal graphs can now be characterized as follows.

Proposition 3.2. The following conditions are equivalent for any undirected graph

9.

(1) ¥ is chordal;
(ii) ¥ is decomposable;
(iii) ¢ admits a perfect numbering;
(iv) All minimal (a, B)-separators are complete.

Two important lemmas will be used in the following and will therefore be quoted
here. They are simple reformulations of Lemma 2.19 and Lemma 2.21 of Lauritzen
(1996) and the reader is referred to this text for formal proofs:

Lemma 3.1. Let 4 = (V,E) be a chordal graph and 4' = (V,E') a subgraph with
exactly one less edge. Then ¢’ is chordal if and only the endpoints of this edge are
contained in exactly one clique of 9.

The next lemma ensures that any chordal subgraph of a chordal graph can be ob-
tained from the larger by removing a single edge at a time without violating chordal-
ity.

Lemma 3.2. Let 4 = (V,E) be a chordal graph and 4' = (V,E') a chordal sub-

graph with k less edges. Then there exists a sequence of chordal graphs 4' =%, C
Y C - CY =% which all differ by a single edge.

Identifying chordal graphs

There are several algorithms for identifying chordal graphs. Here is a greedy algo-
rithm for checking chordality based on the fact that chordal graphs are those that
admit perfect numberings:

Algorithm 3.1. Greedy algorithm for checking chordality of a
graph and identifying a perfect numbering:

1. Look for a vertex v with bd(v*) complete.
If no such vertex exists, the graph is not chordal.
2. Form the subgraph %, and let Vv'=|V|;
. Repeat the process under 1;
4. If the algorithm continues until only one vertex is left,

w

the graph is chordal and the numbering is perfect.

The worst-case complexity of this algorithm is O(|V|?) as |V| — k vertices must be
queried to find the vertex to be numbered as |V Z| — k. The algorithm is illustrated in
Fig. 3.4 and Fig. 3.5.
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5
7 7 7

Fig. 3.4 The greedy algorithm at work. This graph is not chordal, as there is no candidate for

number 4.
5 5
@6 @
4 7 4 7
5 1 5
@ @
4 7 4 7

Fig. 3.5 The greedy algorithm at work. Initially the algorithm proceeds as in Fig. 3.4. This graph
is chordal and the numbering obtained is a perfect numbering.

Maximum cardinality search

This simple algorithm is due to Tarjan and Yannakakis (1984) and has complexity
O(|V| + |E|). It checks chordality of the graph and generates a perfect numbering
if the graph is chordal. In addition, as we shall see in a moment, the cliques of the
chordal graph can be identified as the algorithm runs.

Algorithm 3.2 (Maximum Cardinality Search). Checking chordality of
a chordal graph and identifying a perfect numbering:

1. Choose vg €V arbitrary and let vg=1;

2. When vertices {l,2,...,j} have been identified, choose v=
j+1 among V\{1,2,...,j} with highest cardinality of its
numbered neighbours;

3. If bd(j+1)Nn{l,2,...,j} is not complete, ¥ is not chordal;

. Repeat from 2;

5. If the algorithm continues until only one vertex is left,
the graph is chordal and the numbering is perfect.

=

The algorithm is illustrated in Fig. 3.7 and Fig. 3.6.
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* 1
2 1 2 1
* % * ok
% *
2 1 2 1
* 4
* 5
2 1 2 1
6::‘::4 6::‘i:4
= 5 7

Fig. 3.6 Maximum Cardinality Search at work. When a vertex is numbered, a counter for each of
its unnumbered neighbours is increased with one, marked here with the symbol *. The counters
keep track of the numbered neighbours of any vertex and are used to identify the next vertex to
be numbered. This graph is not chordal as discovered at the last step because 7 does not have a
complete boundary.

Fig. 3.7 MCS numbering for a chordal graph. The algorithm runs essentially as in the non-chordal
case.
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Finding the cliques

Finding the cliques of a general graph is an NP-complete problem. But the cliques
of a chordal graph can be found in a simple fashion from a MCS numbering V =
{1,...,|V|}. More precisely we let

S =bd(A)N{L,...,.A —1}

and m), = |B,|. Say that A is a ladder vertex if A = |V| orif my 1 < ) + 1 and let
A be the set of ladder vertices.

It then holds that the cliques of 4 are C; = {A}UB;, A € A. For a proof of this
assertion see e.g. Cowell et al (1999, page 56).

Example 3.2. For the MCS ordering in Fig. 3.7 we find w; = (0,1,2,2,2,1,1) yield-
ing the ladder nodes {3,4,5,6,7} and the corresponding cliques

¢ ={{1,2,3},{1,3,4},{3,4,5},{2,6},{6,7}}.

Junction tree

Let o/ be a collection of finite subsets of a set V. A junction tree Z of sets in </
is an undirected tree with &7 as a vertex set, satisfying the junction tree property: If
A,B € o/ and C is on the unique path in 7 between A and B, then ANB C C.

If the sets in .7 are pairwise incomparable, they can be arranged in a junction
tree if and only if of = € where € are the cliques of a chordal graph.

The junction tree can be constructed directly from the MCS ordering C;,A € A.
More precisely, since

B, =bd(A)N{1,...,A -1}

is complete for all A € A it holds that
CpN(UprcpCar) =Cy NCyx =Sy,

for some A* < A. A junction tree is now easily constructed by attaching C; to any
C,~ satisfying the above. Although A* may not be uniquely determined, S is. In-
deed, the sets S, are the minimal complete separators and the numbers v(S) are
v(S)=|{A € A :S) =S}|. Junction trees can be constructed in many other ways as
well (Jensen and Jensen 1994). FiXme Fatal: make figure to illustrate
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3.3 Probability Propagation and Junction Tree Algorithms

Junction trees of prime components

In general, the prime components of any undirected graph can be arranged in a
junction tree in a similar way using an algorithm of Tarjan (1985), see also Leimer
(1993).

Then every pair of neighbours (C,D) in the junction tree represents a decompo-
sition of ¢ into ¥z and ¥, where C is the set of vertices in cliques connected to C
but separated from D in the junction tree, and similarly with D.

Tarjan’s algorithm is based on first numbering the vertices by a slightly more
sophisticated algorithm (Rose et al 1976) known as Lexicographic Search (LEX)
which runs in O(|V|?) time.

Markov properties of junction tree

The factorization property of an undirected graph can be seen as an ‘outer’ fac-
torization over the junction tree into prime components, combined with ‘inner’ or
‘local’ factorizations on each prime component. More precisely, if we let Q € 2 be
the prime components of a graph ¢, arranged in a junction tree .7 and use that any
graph decomposition also yields a decomposition of the Markov properties we have
the following.

Proposition 3.3. The distribution of X = (X,,,v € V) factorizes w.r.t. 4 if and only
if the distribution of Xp,0 € 2 factorizes w.rt. J and each of Xg factorizes w.r.t.
Y.
If 9 is decomposable, X = (X,,,v € V) factorizes w.rt. 4 if and only if Xc,C € €
factorizes w.rt. .

3.4 Local Computation

Local computation algorithms similar to probability propagation have been devel-
oped independently in a number of areas with a variety of purposes. This includes,
for example:

Kalman filter and smoother (Thiele 1880; Kalman and Bucy 1961);

Solving sparse linear equations (Parter 1961);

Decoding digital signals (Viterbi 1967; Bahl et al 1974);

Estimation in hidden Markov models (Baum 1972);

Peeling in pedigrees (Elston and Stewart 1971; Cannings et al 1976);

Belief function evaluation (Kong 1986; Shenoy and Shafer 1986);

Probability propagation (Pearl 1986; Lauritzen and Spiegelhalter 1988; Jensen
et al 1990);
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e Optimizing decisions (Jensen et al 1994; Lauritzen and Nilsson 2001).

All algorithms are using, explicitly or implicitly, a graph decomposition and a
Jjunction tree or similar to make the computations.

An abstract perspective

Before we describe the local computation algorithms for probability propagation in
detail, it is helpful to look at things from an abstract perspective.

We consider a large finite set V and a collection & of small subsets of V. Our
elementary objects @c,C € € are valuations with domain C. These can be combined
as

04 R Op

to form more complex valuations with domain A U B. The combination operation ®
is assumed to commutative and associative:

PARPp=Pa20p, (PaR0B) R Pc = Pa @ (P X ¢c). (3.3)

Valuations can be marginalised: For A C V, ¢4 denotes the A-marginal of ¢.
¢ has domain A. The marginalisation is assumed to satisfy consonance:

gHATE) — ((Pw)w (3.4)
and distributivity:
(0 ®¢c)*” = (W) ® ¢c if C C B. (3.5)

The conditions (3.3), (3.4) and (3.5) are known as the Shenoy—Shafer axioms after
Shenoy and Shafer (1990) who first studied local computation in an abstract per-
spective. The specific algorithms described here only work when the semigroup of
valuations is also separative, i.e. satisfies

04RO = Pa R P4 = Pp R O = P4 = ¢,

which implies that division of valuations can be partially defined (Lauritzen and
Jensen 1997).
Computational challenge

The computational challenge is to calculate marginals Wy = ¢+ of a joint valuation
¢ = QcevPc

with domain V = UgegC.
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We are interested in cases where the direct computation of ¢+ is impossible if V
is large. Hence we wish to calculate ¢+ using only local operations, i.e. operating
on factors yp with domain B C C for some C € ¥, taking advantage of the fact that
C are rather small.

Typically there also a second purpose of the calculation. Let us consider some
examples.

Example 3.3 (Probability propagation). We consider a factorizing density on 2" =
X ey 2, with V and %2, finite:

p(x) =[] ¢c(x).

ces

The potentials ¢c(x) depend on x¢c = (x,,v € C) only. The basic task to calculate a
marginal (likelihood)

p(E) = p(xp) = Y, pOigoyvie)

IV\E

for E C V and fixed xy, but the sum has too many terms. A second purpose is to
calculate the predictive probabilities p(x, |xy) = p(xy,x5)/p(x5) forve V.

Example 3.4 (Sparse linear equations). Here valuations @¢ are equation systems in-
volving variables with labels C. The combination operation ¢4 ® ¢p concatenates
equation systems. The marginal (])éA eliminates variables in B\ A, resulting in an
equation system involving only variables in A. The marginal ¢+ of the joint valu-
ation thus reduces the system of equations to a smaller one. A second computation
finds a solution of the equation system.

Example 3.5 (Constraint satisfaction). Here the valuations ¢¢ represent constraints
involving variables in C; the combination ¢4 ® ¢p concatenates the constraints; the
marginal ¢§A finds implied constraints. The second computation identifies jointly
feasible configurations. If represented by indicator functions, ® is ordinary product
and o¥F (x}) = Dy (5 yv\£), where 161 =100=0&1=1and 060 =0.

Computational structure

Algorithms all implicitly or explicitly arrange the collection of sets € in a junction
tree 7 . Thus the algorithms work if and only if € are cliques of chordal graph 9.
If this is not so from the outset, a triangulation is used to construct a chordal
graph &' with E C E’. This triangulation can be made in different ways with dif-
ferent computational complexities resulting. Typically, what must be controlled is
the maximal clique size, i.e. the cardinality of the largest C € €. Optimizing this
step is known to be NP-complete (Yannakakis 1981), but there are several heuristic
algorithms which find good triangulations. In fact, there are algorithms, which in
most cases run at reasonable computational speed and are guaranteed to return an
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optimal triangulation. Such an algorithm has been implemented in version 6 of the
commercially available software HUGIN (Andersen et al 1989). This algorithm is
based on work of Shoiket and Geiger (1997), Berry et al (2000), and Bouchitté and
Todinca (2001), and it is described in Jensen (2002).

Clearly, in a probabilistic perspective, if P factorizes w.r.t. ¢ it factorizes w.r.t.
%' Henceforth we assume such a triangulation has been made so we work with a
chordal graph ¢.

Setting up the structure

In many applications P is initially factorizing over a directed acyclic graph 2. The
computational structure is then set up in several steps:

1. Moralization: Constructing 2™, exploiting that if P factorizes on 2, it factor-
izes over 7.

2. Triangulation: Adding edges to find chordal graph & with 2™ C & as men-

tioned above;

Constructing junction tree:

4. Initialization: Assigning potential functions ¢¢ to cliques.

»

Basic computation

The basic computation now involves following steps

1. Incorporating observations: If Xg = x}; is observed, we modify potentials as

9c(xc) < dc(x) ] 6(x7,x),

ecENC

with 6 (u,v) = 1 if u = v and else & (u,v) = 0. Then:

p(x|Xg =xp) = HCe];a”(j’zC)(xC)

2. Marginals p(x};) and p(xc|x}) are then calculated by a local message passing
algorithm, to be described in further detail below.

Assigning potentials

Between any two cliques C and D which are neighbours in the junction tree their
intersection § = CN D is one of the minimal separators appearing in the decomposi-
tion sequence. We now explicitly represent these separators in the junction tree and
also assign potentials to them, initially ¢g = 1 for all S € ., where . is the set of
separators. We also let
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_ eew 9clxc)
[Tse.r ¢s(xs)”

and now it holds that p(x|x};) = x(x)/p(x};). The expression (3.6) will be invariant
under the message passing.

K(x) (3.6)

Marginalization
The A-marginal of a potential ¢p for A C B is
o' =Y 050
YB:YA=XA

If ¢ depends on x through xp only and B C V is ‘small’, marginal can be computed
easily. The marginalisation clearly satisfies consonance (3.4) and distributivity (3.5).

Messages

When C sends message to D, the following happens:

_—

1S

Note that this computation is local, involving only variables within the pair of
cliques. The expression in (3.6) is invariant under the message passing since

OcPp/ s is:

S

L
(PC ¢D% . ¢C¢D '

s
- Os

After the message has been sent, D contains the D-marginal of §c¢p/@s. To see
this, we calculate

<¢C¢D>w¢0 w_ s
Ps s s €

where we have used distributivity and consonance.
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Second message

Before we proceed to discuss the case of a general junction tree, we shall investigate
what happens when D returns message to C:

S o
First message: oc Oc ¢4

Is Is
Second message: Oc % oSt op %

Now all sets contain the relevant marginal of ¢ = ¢cPp /s, including the separator.
This is seen as follows. The separator contains

1S
q)iS: <¢C¢D>¢S: (q)iD)lS: <¢Dé§> — éS éS.

s Os Os

The clique C contains

o oc
do 35 = g9 =9

since, as before

c
<¢C¢D>i _9p i _ 9c s
s 05 o5
Note that now further messages between C and D are neutral. Nothing will change
if a message is repeated.

Message passing schedule

To describe the message passing algorithm fully we need to arrange for a schedul-
ing of messages to be delivered. As we have seen above, it never harms to send a
message, since the expression (3.6) is invariant under the operation. However, for
computational efficiency it is desirable to send messages in such a way that redun-
dant messages are avoided. The schedule to be described here is used in HUGIN and
has two phases:

COLLINFO:

In this first phase, messages are sent from leaves towards arbitrarily chosen root R.
It then holds that after COLLINFO, the root potential satisfies §r(xg) = p(xg,x5).
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DISTINFO:

In the second phase messages are sent from the root R towards the leaves of the
junction tree. After COLLINFO and subsequent DISTINFO, it holds that

05(xp) = p(xp,xg) forall BE €U.7. (3.7

Hence p(xj) = X, ¢s(xs) for any S € .7 and p(x, |xj) can readily be computed
from any ¢s with v € S.

Alternative scheduling of messages

Another efficient way of scheduling the messages is via local control. We then allow
clique to send a message if and only if it has already received message from all other
of its neighbours. Such messages are live. Using this protocol, there will be one
clique who first receives messages from all its neighbours. This is effectively the
root R in COLLINFO and DISTINFO. Exactly two live messages along every branch
are needed to ensure that (3.7) holds.

Maximization

Another interesting task is to find the configuration with maximum probability, also
known as the MAP. To solve this, we simply replace the standard sum-marginal with
max-marginal:

95 ()= max 95(y).
YBYA=XA
This marginalization also satisfies consonance and distributivity, and hence the same
message passing schemes as above will apply. After COLLINFO and subsequent
DI1STINFO, the potentials satisfy

op(xp) = er{L?XE) p(x8, X, v\ (uE)) = P (X8, XE, %y (uE)) forall B€ €U,
UL

where £ is the most probable configuration. Hence
max p(yy\g, Xg) P(fv\£, Xg) = H}C?X ¢s(xs) forany S € &7

and the most probable configuration can now readily be identified (Cowell et al
1999, page 98). Viterbi’s decoding algorithm for Hidden Markov Models (Viterbi
1967) is effectively a special instance of max-propagation.

It is also possible to find the k£ most probable configurations by a local computa-
tion algorithm (Nilsson 1998).

Since (3.6) remains invariant, one can switch freely between max- and sum-
propagation without reloading original potentials.
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Random propagation

Another variant of the message passing scheme picks a random configuration with
distribution p(x|x}). Recall that after COLLINFO, the root potential is ¢g(x) o<
p(xg |xg). We then modify DISTINFO as follows:

1. Pick random configuration X from ¢@g;

2. Send message to neighbours C as Xgnc = Xs where § = CNR is the separator;

3. Continue by picking ¥c according to ¢c(xc\s,¥s) and send message further
away from root.

When the sampling stops at the leaves of the junction tree, a configuration X has
been generated from p(x|x}).

There is an abundance of variants of the basic propagation algorithm; see Cowell
et al (1999) for many of these.

3.5 Summary

Graph decompositions

A partitioning (A, B,S) of V forms a decomposition if S is complete and A L& B|S.
A graph is prime if it has no proper decomposition exists. The prime components
of a graph are the prime induced subgraphs and any finite undirected graph can be
recursively decomposed into its prime components.

Chordal graphs

A graph is chordal if it has no induced cycles of length greater than three. The
following are equivalent for any undirected graph ¢.

(1) ¥ is chordal;
(i1) ¥ is decomposable;
(iii) All prime components of 4 are cliques;
(iv) ¥ admits a perfect numbering;
(v) Every minimal (a, 3)-separator are complete.

Trees are chordal graphs and thus decomposable. The prime components are the
branches.

Maximum Cardinality Search (MCS) (Tarjan and Yannakakis 1984) identifies
whether a graph is chordal or not. If a graph ¢ is chordal, MCS yields a perfect
numbering of the vertices. In addition it finds the cliques of -
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Junction tree

A junction tree 7 of sets o7 is an undirected tree with .o/ as a vertex set, satisfying
the junction tree property:

If A,B € of and C is on the unique path in 7 between A and B it holds that
ANBCC.

If the sets in &7 are pairwise incomparable, they can be arranged in a junction
tree if and only if of = € where € are the cliques of a chordal graph.

The junction tree can be constructed directly from the MCS ordering C; ,A € A.

Message passing

Initially the junction tree has potentials ¢c,c € € U.7 so that the joint distribution
of interest satisfies
p(‘x|xz) o HCE‘&O (PC(XC) ]
[Ise.r ¢s(xs)

The expression on the right-hand side is invariant under message passing. A mes-
sage sent from a clique which has already received message from all other of its
neighbours is live. When exactly two live messages have been sent along every
branch of the junction tree it holds that

0(xp) = p(xp,x) forall Be € U.7,

from which most quantities of interest can be directly calculated.



Chapter 4
Specific Graphical Models

4.1 Log-linear Models

4.1.1 Interactions and factorization

Let .7 be a set of subsets of V. A density f or function is said to factorize w.r.t. o7
if there exist functions ¥, (x) which depend on x through x, only and

f@) =TT va).

acof

The set of distributions &2, which factorize w.r.t. of is the hierarchical log—linear
model generated by <7. The set o7 is the generating class of the log-linear model.
Typically the sets in <7 are taken to be pairwise incomparable under inclusion,
so that no set in 7 is a subset of another set in .<7. This need not necessarily be so
but avoids redundancy in the representation.
The traditional notation used for contingency tables lets m; ;; denote the mean of
the counts N;j in the cell (i, j,k) which is then expanded as e.g.

logm;jx = o+ B + % 4.1)
or
logmijk = o -I-ﬁjk 4.2)
or
logm;ji. = o + B + Vi, 4.3)
or (with redundancy)
logmyji = v+ 0i + @ + M+ &j + B + Vit “4.4)

To make the connection between this notation and the one used here, we assume
that we have observations X! = x!,... X" = x" and V = {I,J,K}. We then write

41
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i=1,...,|I| for the possible values of X; etc. and
Nijk = |{V x¥ = (l,],k)}l

Then we have m;jx = nf(x) and if f is strictly positive and factorizes w.r.t. &/ =
{{I,J},{J,K}}, it holds that

log f(x) = log Wiy (x7,x7) +1og Wik (x7,xK)-

Thus if we let

o;j = logn+logyyy(x7,x;), Bjx = log Wk (xs,xk)

we have

logmijk = oj +ﬁjk.
The main difference is the assumption of positivity needed for the logarithm to be
well defined. This is not necessary when using the multiplicative definition above. It
is typically an advantage to relax the restriction of positivity although it also creates
technical difficulties.

The logarithm of the factors ¢, = log y,, are known as interaction terms of or-
der |a| — 1 or |a|-factor interactions. Interaction terms of Oth order are called main
effects. In the following we also refer to the factors themselves as interactions and
main effects, rather than their logarithms.

4.1.2 Dependence graphs and factor graphs

Any joint probability distribution P of X = (X,,v € V) has a dependence graph
G = G(P) = (V,Ep). This is defined by letting @ +* 8 in G(P) exactly when

o llpBIV\{aB}.

X will then satisfy the pairwise Markov w.r.t. G(P) and G(P) is the smallest graph
with this property, i.e. P is pairwise Markov w.r.t. G iff

G(P)C¥.

The dependence graph G(2?) for a family & of probability measures is the smallest
graph ¢ so that all P € & are pairwise Markov w.r.t. ¢:

ollpB|V\{a,B} forall P € 2.

For any generating class </ we construct the dependence graph G(&/) = G(ZP )
of the log-linear model &, . This is determined by the relation

o~f << Jacd:apca.
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Sets in < are clearly complete in G() and therefore distributions in 2., fac-
torize according to G(<7). They are thus also global, local, and pairwise Markov
w.rt. G(&).

Some simple examples

Example 4.1 (Independence). The log—linear model specified by (4.1) is known as
the main effects model. Tt has generating class &7 = {{I},{J},{K}} consisting of
singletons only and dependence graph

1 K
(] ®

°
J
Thus it corresponds to complete independence.

Example 4.2 (Conditional independence). The log—linear model specified by (4.2)
has no interaction between I and K. It has generating class «# = {{I,J},{J,K}} and

dependence graph
\./.

J

Thus it corresponds to the conditional independence I L1 K |J.

Example 4.3 (No second-order interaction). The log—linear model specified by (4.3)
has no second-order interaction. It has generating class & = {{I,J},{J,K},{l,K}}
and its dependence graph

I K

L

J

is the complete graph. Thus it has no conditional independence interpretation.

Conformal log-linear models

As a generating class defines a dependence graph G(.«7), the reverse is also true.
The set €(¥) of cliques of ¢ is a generating class for the log-linear model of
distributions which factorize w.r.t. ¢.

If the dependence graph completely summarizes the restrictions imposed by <7,
ie. if & =€ (G()), we say that &7 is conformal. The generating classes for the
models given by (4.1) and (4.2) are conformal, whereas this is not the case for (4.3).
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Factor graphs

The factor graph of o7 is the bipartite graph with vertices V U .2/ and edges define
by
oa~a<— oaca.

Using this graph even non-conformal log-linear models admit a simple visual rep-
resentation, as illustrated in Figure 4.1. which displays the factor graph of the non-
conformal model in Example 4.3 with no second-order interaction.

o1k
/\
-/ o
dsk

o1 J

Fig. 4.1 The factor graph of the model in Example 4.3 with no second-order interaction.

If # = F(&) is the factor graph for & and ¥ = G(&/) the corresponding de-
pendence graph, it is not difficult to see that for A, B, S being subsets of V

AlyB|S < AlzB|S

and hence conditional independence properties can be read directly off the factor
graph also. In that sense, the factor graph is more informative than the dependence
graph.

4.1.3 Data and likelihood function

Data in list form

Consider a sample X' = x!,..., X" = ¥” from a distribution with probability mass

function p. We refer to such data as being in list form, e.g. as

Case Admitted? Sex

1 Yes Male
2 Yes Female
3 No Male
4 Yes Male
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Contingency Table

Data often presented in the form of a contingency table or cross-classification, ob-
tained from the list by sorting according to category:

Sex
Admitted? Male Female
Yes 1198 557
No 1493 1278

This is a two-way table (or two-way classification) with categorical variables A:
Admitted? and S: Sex. In this case it is a 2 X 2-table. The numerical entries are cell
counts

n(x) = [{v:x" =x}|

and the total number of observations is n =Y., 5~ n(x).

Likelihood function

Assume now p € &, but otherwise unknown. The likelihood function can be ex-
pressed as

L(p) = ﬁlp(»ﬁ = I ™

In contingency table form the data follow a multinomial distribution

P{N(x)=n(x),xe Z'} = #;(x)' I;/p(x)"(x)

but this only affects the likelihood function by a constant factor. The likelihood func-
tion is clearly continuous as a function of the (|.2"|-dimensional vector) unknown
probability distribution p. Since the closure &, is compact (bounded and closed),
L attains its maximum on &, (not necessarily on &, itself).

Uniqueness of the MLE

Indeed, it is also true that L has a unique maximum over &, essentially because
the likelihood function is log-concave.The proof is indirect: Assume py,p2 € Py
with p| # p, and

L(p1) =L(p2) = sup L(p). (4.5)
PEPy

p12(x) = e/ p1(x)p2(x),

where ¢! = p1(x)p2(x)} is a normalizing constant. Then pi; € &2, because
x g

Define
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pia(x) = cv/pi(x)pa(x)
- nlgllc H \/ th th - lgll H 'l/

acd

where e.g. w12 = ¢!/1¥\ /yl (x)y2,(x). The Cauchy—Schwarz inequality yields

=Y Vpi(x)pa(x) < \/ZPI(X)\/ZPZ(X) =

Hence
L(p12) lez n) H{C{\/ Pl(x)Pz(x)}n(X)
=wn¢mw”n¢m@“

= ¢"/L(p1)L(p2) > /L(p1)L(p2) = L(p1) = L(p2),

which contradicts (4.5). Hence we conclude p; = p».

Likelihood equations

A simple application of the information inequality yields:

Proposition 4.1. The maximum likelihood estimate p of p is the unique element of
P 7 which satisfies the system of equations

np(xq) =n(x,),Va € o x4 € Zy. (4.6)
Here g(x4) = ¥y.y,—x, 8(v) is the a-marginal of the function g.
Proof. See Lauritzen (1996, Thm. 4.8) for a formal proof of this fact.

The system of equations (4.6) expresses the fitting of the marginals in <f. This
is also an instance of the familiar result that in an exponential family (log-linear
~ exponential), the MLE is found by equating the sufficient statistics (marginal
counts) to their expectation.

Iterative proportional scaling

To show that the equations (4.6) indeed have a solution, we simply describe a
convergent algorithm which solves it. This cycles (repeatedly) through all the a-
marginals in 2/ and fit them one by one. For a € &/ define the following scaling
operation on p:

(Tp)) e p) 202 e g
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where 0/0 =0 and b/0 is undefined if b # 0. Fitting the marginals The operation T,
fits the a-marginal if p(x,) > 0 when n(x,) > 0:

n(TaP)(xa) =n Z p(y) n()’a)

vyemxa  P(Va)

"l Y )

l’lp( (1) V:Ya=Xa

=n n(xa) p(xq) =n(xg).

np(xa)

=n

Next, we make an ordering of the generators &7 = {ay,...,a;}. We define S by a
full cycle of scalings
Sp=T, - Tp,T,,

and consider the iteration
po(x) < 1/|Z7],  pn=Spa-1,n=1,....
Proposition 4.2. The iteration specified is convergent:

lim Pn =D,

n—oo
where p is the unique maximum likelihood estimate of p € & .
In other words, the limit p is the unique solution of the equation system (4.6).
Proof. The key elements in the proof of this result are:
1. Ifpe £, s0is Typ;
2. T, is continuous at any point p of &, with p(x,) # 0 whenever n(x,) = 0;
3. L(T,p) > L(p) with equality if and only if (4.6) is satisfied, so lthe ikelihood
always increases at very step;
4. p is the unique fixpoint for 7' (and S);
5. &, is compact.
We abstain from giving further details here.

The algorithm is known as Iterative Proportional Scaling, the IPS-algorithm, Iter-
ative Proportional Fitting or the IPF-algorithm. It has numerous implementations,
for example in R (inefficiently) in 1oglin with front end 1oglm in MASS (Ven-
ables and Ripley 2002).

Example 4.4. We illustrate the steps of the algorithm by a simple example:

Admitted?
Sex Yes No S-marginal
Male 1198 1493 2691
Female 557 1278 1835

A-marginal 1755 2771 4526
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These data are concerned with student admissions from Berkeley (Bickel et al 1973)
and adapted by Edwards (2000). We consider the model with A Ll S, correspond-
ing to & = {{A},{S}}. We should then fit the A-marginal and the S-marginal. For
illustration we shall do so iteratively. The initial values are uniform:

Admitted?
Sex Yes No S-marginal
Male 1131.5 1131.5 2691
Female 1131.5 1131.5 1835
A-marginal 1755 2771 4526

Initially all entries are equal to 4526/4. Gives initial values of npg. Next, we fit the
S-marginal:

Admitted?
Sex Yes No S-marginal
Male 1345.5 1345.5 2691.
Female 917.5 917.5 1835
A-marginal 1755 2771 4526

We have calculated the entries as

2691

13455 =1131.5——F———
1131.5+1131.5

and so on. Subsequently we fit the A-marginal:

Admitted
Sex Yes No S-marginal
Male 1043.46 1647.54 2691 .
Female 711.54 1123.46 1835
A-marginal 1755 2771 4526
For example
711.54 =917.5 1755

917.5+1345.5

and so on. The algorithm has now converged, so there is no need to use more steps.
If we wish, we can normalize to obtain probabilities. Dividing everything by 4526

yields p.
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Admitted?
Sex Yes No S-marginal
Male 0.231 0.364 0.595
Female  0.157 0.248 0.405
A-marginal 0.388 0.612 1

In this example it is unnecessary to use the IPS algorithm as there is an explicit
formula. We shall later elaborate on that issue.

IPS by probability propagation

The IPS-algorithm performs the scaling operations 7,:

n(xq)
p(x) + p(x) () xeZ. 4.7)
This moves through all possible values of x € 2", which in general can be huge,
hence impossible.

Jirousek and Preucil (1995) realized that the algorithm could be implemented
using probability propagation as follows: A chordal graph ¢ with cliques € so that
for all a € o7, a are complete subsets of ¢ is a chordal cover of o7 . The steps of the
efficient implementation are now:

1. Find chordal cover ¢4 of & ;
2. Arrange cliques ¢ of ¢ in a junction tree;
3. Represent p implicitly as

~ eew Welx)

p(x) = ;
[Ise.r Ws(x)
4. Replace the step (4.7) with

n(xq)
np(xq) ’

Ve (xe) < yel(xe) xc € Zc,

where a C C and p(x,) is calculated by probability propagation.

Since the scaling only involves Z¢, this is feasible if maxccy | Z¢| is of a reasonable

size.
Closed form maximum likelihood

In some cases the IPS algorithm converges after a finite number of cycles. An ex-
plicit formula is then available for the MLE of p € Z,.
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A generating class o7 is called decomposable if of = € (i.e. o is conformal)
and % are the cliques of a chordal graph ¢. It can be shown that the IPS-algorithm
converges after a finite number of cycles (at most two) if and only if </ is decom-
posable.

Thus & = {{1,2},{2,3},{1,3}} is the smallest non-conformal generating class,
demanding proper iteration. Since the IPS-algorithm converges in a finite number
of steps, there must be an explicit expression for calculating the MLE in this case,
to be given below.

Let . be the set of minimal separators of the chordal graph ¢. The MLE for p
under the log-linear model with generating class &7 = € (¥) is

o eegn(xc)
P = nIses n(xs)V®

where v(S) is the number of times S appears as an intersection a N b of neighbours
in a junction tree .7 with & as vertex set.

A simple inductive argument shows that p given above indeed satisfies the like-
lihood equation (4.6) and hence this must be the MLE. Contrast this result with the
factorization of the probability function itself:

(4.8)

_ [Teew p(xc)
Pl) [Ise.r p(xs)V)

For the specific case where ¥ is a tree, (4.8) reduces to

plx) = [ecrn(xe) _ 1 H n(Xuy) H n(x), (4.9)

B nHveV n(xv)deg(v)—l n uveE n(x“)n(x") vev

where we have used that the degree of a vertex exactly is equal to the number of
times this vertex occurs as an endpoint of an edge.

4.2 Gaussian Graphical Models

4.2.1 The multivariate Gaussian distribution

Definition and density

A d-dimensional random vector X = (X,...,Xy) has a multivariate Gaussian dis-
tribution or normal distribution on % if there is a vector & € %9 and a d x d matrix
X such that

ATX ~ NV (ATEATZA) forall A € RY, (4.10)

We then write X ~ 4;(&, X). Taking A = ¢; or A = ¢;+e; where ¢; is the unit vector
with i-th coordinate 1 and the remaining equal to zero yields:
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Xi~ AN (&i,0i), Cov(X;,X;) = ojj.

The definition (4.10) makes sense if and only if ATXA > 0, i.e. if X is positive
semidefinite.

If X is positive definite, i.e. if ATXA > 0 for A # 0, the multivariate distribution
has density w.r.t. Lebesgue measure on %

f(x|E,5) = (2m) /2 (detK) /28 K(=8)/2, @.11)

where K = X~ is the concentration matrix of the distribution. We then also say that
XY is regular.

Marginal and conditional distributions

Partition X into X| and X;, where X; € Z" and X, € #* with r+ s = d and partition
mean vector, concentration and covariance matrix accordingly as

K1 K InZx
£ = & I e B L
& K> K» o1 Xy
so that X1 is r X r and so on. Then, if X ~ A;(&,X) it holds that
X ~ A5(82,22)
and
X1 |Xa = x2 ~ M(E1j2s Zip),

where
51‘2 = é:] +212223(X2 — éz) and 21‘2 =X —212223221.

Here X, is an arbitrary generalized inverse to Xy, i.e. any symmetric matrix which
satisfies
223222 = 222223 =1.

In the regular case it also holds that
Ki' =i —ZnZy' Ty (4.12)

and
KﬂlKlz = —21222721, 4.13)

so then,
Ep=&1—K'Kin(o—&) and Xy, =K.
In particular, if X1 = 0, X; and X, are independent.
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Factorization of the multivariate Gaussian

Consider a multivariate Gaussian random vector X = .47 (£, X) with X regular so it
has density

Fx|E,5) = 2r) V2 (detk)/2e (8 KG6—8)/2,

where K = X! is the concentration matrix of the distribution. Thus the Gaussian
density factorizes w.r.t. 4 if and only if

atP=ke=0

i.e. if the concentration matrix has zero entries for non-adjacent vertices.

Gaussian likelihood functions

Consider & = 0 and a sample X' =x' ..., X" = x" .4(0, X) with X regular. Using
(4.11), we get the likelihood function

L(K) = (2m) "/ (detK)"/2e™ Lim 0) TK/2
(detK)"/2€7 . r{Kx"(x")T}/2
(detK)n/2eftr{KZ<’,:lx"(x")T}/Z
(detK)"/?e~ wEW)/2, (4.14)

o<

where .
W = Z xV(XV)T
v=1

is the matrix of sums of squares and products.

4.2.2 The Wishart distribution

The Wishart distribution is the sampling distribution of the matrix of sums of squares
and products. More precisely, a random d x d matrix S has a d-dimensional Wishart
distribution with parameter X and n degrees of freedom if

Z

W XV(XV)T

-

where XV ~ .4;(0,X). We then write

W~ Hy(n,X).
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The Wishart distribution is the multivariate analogue of the y2:

#i(n,0%) = 0% (n).

Basic properties of the Wishart distribution

If W ~ #;(n,X) its mean is E(W) = nX. If W; and W, are independent with W; ~
Wa(ni, X), then
Wi+Ws ~ #y(n +no, X).

If A is an r X d matrix and W ~ #;(n, Z), then
AWAT ~ #;(n,AZAT).
For r = 1 we get that when W ~ #(n,X) and A € R,
ATWA ~ o2y (n),

where 67 =ATXA.

Wishart density

If W ~ #4(n,X), where X is regular, then W is regular with probability one if and
only if n > d. When n > d the Wishart distribution has density

falw|n,X)
= C(d,n)il (detz)in/z(detw)(n*dfl)/Zeftr(zflw)/z

w.r.t. Lebesgue measure on the set of positive definite matrices. The Wishart con-
stant ¢(d,n) is

c(d,n) = 2"d/2(2n)d<d—1>/4f[r{(n+ 1—i)/2}.
i=1

4.2.3 Gaussian graphical models

Conditional independence in the multivariate Gaussian distribution

Consider X = (Xi,...,Xy) ~ Afy|(0,Z) with £ regular and K = X~'. The concen-
tration matrix of the conditional distribution of (Xa,Xﬁ) given Xy\ (¢ ) 18
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koo kaﬁ
Kiapy = :
ko kpp

all BIV\{a,B} < ko =0.

Hence

Thus the dependence graph 9 (K) of a regular Gaussian distribution is given by

atf < kog=0.

Graphical models

(%) denotes the symmetric matrices A with agg = 0 unless a ~ 8 and .’ " (%)
their positive definite elements.

A Gaussian graphical model for X specifies X as multivariate normal with K €
7 (¥) and otherwise unknown. Note that the density then factorizes as

1
log f(x) = constant — 3 OE’V koaxs — Z kopXaxg,
{a.BteE

hence no interaction terms involve more than pairs. This is different from the dis-
crete case and generally makes things easier.

Likelihood function

The likelihood function based on a sample of size n is

L(K) o< (detK)"/2¢~"(KW)/2

where W is the Wishart matrix of sums of squares and products, W ~ V/M(n,E)
with Z~! = K € /*(¥). For any matrix A we let A(%) = {a(¥)qp} Where

agg ifa=Bora~p
a(¥ =
( )aﬁ { 0 otherwise.

Then, as K € .(¥) it holds for any A that
tr(KA) = tr{KA(%)}. (4.15)

Using this fact for A = W we can identify the family as a (regular and canonical)
exponential family with elements of W (%) as canonical sufficient statistics and the
maximum likelihood estimate is therefore given as the unique solution to the system
of likelihood equations
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E{W(9)} =nZ(94) =w(¥)obs-
Alternatively we can write the equations as
n6yy =wy, nbug=wep, veEV{aB}ecE,

with the model restriction ! € .7 (%). This ‘fits variances and covariances along
nodes and edges in ¢4’ so we can write the equations as

nLee = we for all cliques ¢ € € (¥Y),

hence making the equations analogous to the discrete case. From (4.15) it follows
that we for K have

tr{I?W} = tr{I?W(%)} = tr{knﬁ(g)} = ntr{l%ﬁ} = nd
so that the maximized likelihood function becomes

L(R) = 27) 7"/ (detR)"?e™"/? o< (detK)"/?. (4.16)

Iterative Proportional Scaling

For K € .#7(¥) and ¢ € €, define the operation of ‘adjusting the c-marginal’ as
follows. Leta =V \ ¢ and

T.K = (n(wl + Kea(Kaa) ™ Kac Kw) , @.17)

Kac Kua

This operation is clearly well defined if w,. is positive definite. Exploiting that it
holds in general that

—1 1 —1
(K )CC =X = {ch —Kea (Kaa) Kac} )
we find the covariance £, corresponding to the adjusted concentration matrix as

Z~:cc = {(TLK)_I }cc
_ _ _ -1
= {n(wcc) : +Kca(Kaa) lKac _Kca(Kaa) lKac}
= ch/na
hence T.K does indeed fit the marginals.
From (4.17) it is seen that the pattern of zeros in K is preserved under the oper-

ation 7, and it can also be seen to stay positive definite. In fact, 7. scales propor-
tionally in the sense that
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Pl (1)) = (e kLDl

(x| Zee)
This clearly demonstrates the analogy to the discrete case.
Next we choose any ordering (cy,...,c) of the cliques in ¢. Choose further

Ko =1 and define for r =0, 1,...
Kr+1 = (Tcl Tck)Kr

The following now holds

Proposition 4.3. Consider a sample from a covariance selection model with graph
Y. Then
K =1limK,,

r—roo

provided the maximum likelihood estimate K of K exists.
Proof. This is Theorem 5.4 of Lauritzen (1996).

The problem of existence of the MLE is non-trivial:

(i) Ifn < sup,c, |a| the MLE does not exist.
(i) if n > supcey |C| — 1, where € are the cliques of a chordal cover of </ the
MLE exists with probability one.

The quantity 7(%¢) being the smallest possible value of the right hand-side of (ii)
SUPceg (g |C| — 1, is known as the tree-width of the graph ¢. Calculation of the
tree-width is NP-complete, but for any fixed k it can be decided in linear time
whether 7 < k.

For n between these values the general situation is unclear. For the k-cycle it
holds Buhl (1993) that for n = 2,

2

P{MLEexists| L =1} =1— T

whereas for n = 1 the MLE does not exist and for n > 3 the MLE exists with prob-
ability one, as a k-cycle has tree-width 2.

Chordal graphs

If the graph ¢ is chordal, we say that the graphical model is decomposable. We then
have the familiar factorization of densities

[eew f(xc| Zc)
[Ise.o f(xs] Zs)v)

where v(S) is the number of times S appears as an intersection between neighbour-
ing cliques of a junction tree for €.

fx|2) = (4.18)
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Relations for trace and determinant

Using the factorization (4.18) we can match the expressions for the trace and deter-
minant to obtain that for a chordal graph ¢ it holds that

twr(KW) =Y t(KcWe) — Y v(S) tr(KsWs)
Cce% Se.s

and further

etX = {de 1 eegdet{(K~")c}
detX = {det(K)} ' = HSGy[det{(Kil)S}]v(S)
__ Teewde{Zc}
[se.o {det(Zs) V)"

If we let K = W = [ in the first of these equations we obtain the identity

Vi= Y €l ) v(s)sl,

Cce® Se.s

which is also a special case of (3.2).

Maximum likelihood estimates

For a |d| x |e| matrix A = {ayy }yequce we let [A]" denote the matrix obtained from
A by filling up with zero entries to obtain full dimension |V| x |V|, i.e.

("), = ay ifyeduce
H 0 otherwise.

For a chordal graph it holds that the maximum likelihood estimates exists if and
only ifn > C for all C € €. As in the discrete case, then the IPS-algorithm converges
in a finite number of steps.

The following simple formula then holds for the maximum likelihood estimate

of K:
kzn{ Y [0 '] - X ves) [(wg‘}v} (4.19)

Cce® Se.s
and the determinant of the MLE is

I -{det v(s)
det(R) = Mser 1detvs)} 77 0 (4.20)
[ees det(we)
Note that setting W = I in the first identity yields another variant of (3.2) to
I=Y xc— Y, v(s, (4.21)

Cce? Se.s
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where x4 is the indicator function for the set A.

4.3 Summary

A brief summary of the contents of this chapter is given below.

Log-linear models

A density f factorizes w.r.t. a set o of subsets of V if

flx)= H Va(x).

aco

The set of distributions &2, which factorize w.r.t. a set of <7 is the hierarchical
log—linear model with generating class <7 .

Dependence graph

The dependence graph 4 (2?) for a family of distributions &2 is the smallest graph
¢ so that
ollpB|V\{a,B} forall P € 2.

The dependence graph of a log-linear model & is determined by
o~f << Jacd:apca.

Distributions in & factorize according to ¢ (/) and are all global, local, and
pairwise Markov w.r.t. 4 ().

Conformal log-linear model

The set €' (¥) of cliques of ¢ is a generating class for the log—linear model of dis-
tributions which factorize w.r.t. 4. If the dependence graph completely summarizes
the restrictions imposed by 7, i.e. if & =€ (4 (<)), o is conformal.

Likelihood equations

For any generating class .« it holds that the maximum likelihood estimate p of p is
the unique element of & .; which satisfies the system of equations

np(xs) =n(x,),Va € o \x, € Zy.
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The equations are solved by Iterative Proportional Scaling. For a € .o/ we let

(Tap)(x) < p(x) , xeZ.

and define S by
Sp= Tak t 'TaQTa1p~

Let po(x) < 1/|Z°|, pn = Spu—1,n=1,.... It then holds that lim,_,c p, = p
where p is the unique maximum likelihood estimate of p € ..

Closed form maximum likelihood

The generating class o7 is decomposable if of = € where € are the cliques of a
chordal graph.

The IPS-algorithm converges after at a finite number of cycles (at most two) if
and only if o/ is decomposable.

The MLE for p under the decomposable log-linear model of = € (9) is

5(x) = [lcee nlxc)
nIse. n(xs)"®)’

where v(S) is the usual multiplicity of a separator.

Gaussian graphical models

The likelihood function based on a sample of size n is

L(K) o< (detK)"/2e~"(KW)/2

)

where W is the Wishart matrix of sums of squares and products, W ~ V/M(n,E)
with =1 = K € .77(¥), where .77 (%) are the positive definite matrices with
% ﬁ = kaﬁ =0.

The MLE of K is the unique element of .7+ (9) satisfying

nLe. = we. for all cliques ¢ € €(¥9).

These equations are also solved by Iterative Proportional Scaling: For K € .7 (9)
andc € €, let

T.K = n(ch)71 +Km(Kaa)7lKac Keq .
Kac Kaa
Next choose an ordering (cy,...,cx) of the cliques in ¢, let Ky = I and define for
r=0,1,...
Kr+1 = (716‘1 o 'nk)Kr'
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It then holds that K = lim,_, K-, provided the maximum likelihood estimate K of K
exists.

If the graph ¢ is chordal, we say that the graphical model is decomposable. In
this case, the IPS-algorithm converges in at most two cycles, as in the discrete case.
The MLE for decomposable models is given as

K {Czé e !] = X ves) [<WS>‘]V}.

Se.s



Chapter 5
Further Statistical Theory

5.1 Hyper Markov Laws

Special Wishart distributions

The formula for the maximum likelihood estimate (4.19) derived in the previous
chapter specifies £ as a random matrix. As we shall see, the sampling distribution
of this random Wishart-type matrix is partly reflecting Markov properties of the
graph ¢. Before we delve further into this, we shall need some more terminology.

Laws and distributions

Families of distributions may not always be simply parameterized, or we may want
to describe the families without specific reference to a parametrization. Generally
we think of a family of the form

P = {Pg, 0 e @}
and sometimes identify & with ® which is justified when the parametrization
06— Py

is one-to-one and onto. For example, in a Gaussian graphical model 6 = K €
ST (%) is uniquely identifying any regular Gaussian distribution satisfying the
Markov properties w.r.t. 4.

Parametrization of a hierarchical log-linear model when &2 = &, is more sub-
tle, and specific choices must be made to ensure a one-to-one correspondence be-
tween the parameters; we omit the details here.

In any case, any probability measure on & (or on @) represents a random el-
ement of &, i.e. a random distribution. The sampling distribution of a maximum

61
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likelihood estimate such as p is an example of such a measure, as are Bayesian prior
distributions on ® (or £2).

In the following we generally refer to a probability measure on & as a law,
whereas a distribution is used to signify a probability measure on 2. Thus we shall
e.g. speak of the Wishart law as we emphasize that it specifies a distribution of
f(-1X), by considering X to be random.

Hyper Markov laws

We identify 6 € © with Py € £, so e.g. 64 for A CV denotes the distribution of X4
under Py and 6, the family of conditional distributions of X4 given Xp, etc. For a
law .Z on ® we write

A1l g B|S <= 6sus LLo Op.s| 6s.

A law Z on O is said to be hyper Markov w.r.t. 4 if

(i) All 8 € O are globally Markov w.r.t. ¢,
(ii) A LL & B|S whenever S is complete and A L ¢ B|S.

Note that the conditional independence in (ii) is only required to hold for graph
decompositions as S is assumed to be complete. This implies in particular that a
law can be hyper Markov on ¢ without being hyper Markov on ¢* = (V,E*) even
if this has more edges than ¢, i.e. E* D E. This is because ¢* may have more
complete subsets than ¢ and hence more independence statements are required to
be true. The complication is a consequence of the fact that we have deviated from
Dawid and Lauritzen (1993) and defined hyper Markov laws for graphs that are not
necessarily chordal; see Corollary 5.2 below.

If 6 follows a hyper Markov law for the graph in Fig. 3.3 it holds for example
that

01235 LL 624567 | 025.

We shall later show that this is true for 6 = p and also for £ in the graphical model
with this graph, i.e. if W ~ #4(f,X) with Z~! = K € .#*(¥) then it holds, for
example, for the maximum likelihood estimate that

-1
£ { Y [ ] - ¥ ves) [(w)l}v}
ce? Ses

that
Y1035 1L oas67| Xos.
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Consequences of the hyper Markov property

If ALllL 4 B|S we may further deduce that 64 Ll » 0p|6s, since 64 and Op are
functions of 645 and Op_s respectively. But the converse is false. The relation
04 LL o 0p| 65 does not imply 4,5 LL o Ops| s, since O4us is not in general a
function of (84, 0s). In contrast, Xaup is a (one-to-one) function of (X4, Xp). How-
ever since 645 and Op|s are functions of (6aus, Opus), it generally holds that

Under some circumstances it is of interest to consider the notion of a strong hyper
Markov law, demanding complete mutual independence of conditional and marginal
distributions:

Op)s LL# Op|s LL» Os

whenever S is complete and separates A from B. This is clearly stronger than (5.1).
The notion is of particular importance for Bayesian analysis of graphical models
with chordal graphs.

Example 5.1. This little example is a special case where we can directly demonstrate
the hyper Markov property of the law of the maximum likelihood estimate. Consider
the conditional independence model with graph

o o
1 J K

Here the MLE based on data X = (X! ... X") is

. Nij+ Ny ji
Pijk = N
RNy j+
and
. N o Nepo o Nyjy
Pij+ = y  P+jk= y  D4j+ = .
n n n

Clearly, it holds that p is Markov on ¢ and

{Nijs } LLAN i X))

But since e.g.
PN =ng XD =TT ( 22 T
! / ! b [Tinij+! % vt

we have

{(Nijs } L (N )
and hence

{Nijt } LL ANy i} [{N+ji+ ]
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which yields the hyper Markov property of p. The law does not satisfy the strong
hyper Markov property as the range of, say, {N;;1 } is constrained by the value of

{Nyjs}-

Chordal graphs

For chordal graphs the hyper Markov and ordinary Markov property are less differ-
ent. For example, it is true for chordal graphs that the Markov property is preserved
when (chordal) supergraphs are formed.

Proposition 5.1. If ¥ = (V,E) and 9* = (V,E*) are both chordal graphs and E C
E*, then any hyper Markov law £ over 94 is hyper Markov over 4*.

Proof. This result is Theorem 3.10 of Dawid and Lauritzen (1993) but we shall give
a direct argument here. Firstly, as any Markov distribution over ¢ is Markov over
the supergraph ¢*, we only have to show the second condition for the law to be
hyper Markov.

Lemma 3.2 implies that it is sufficient to consider the case where E and E* differ
by a single edge with endpoints {c, 3} then contained in a single clique C* of ¥*
according to Lemma 3.1. The clique C* is the only complete separator in &4* which
is not a complete separator in 4. So we have to show that for any hyper Markov law
% on ¥ it holds that

AJ_g*B|C*:>9A|C*_U_GB‘C$|90*. 5.2)

We let C = C*\ {a,B} and realize that we must have o Ly 3 |C since ¢ and
@* is chordal and any path in from @ to  circumventing C would create a cycle in
% orin ¥*. Let Ay be the vertices in A which are not separated from o by a UC,
Ag = A\ Ag, and similarly with By, Bg. The same argument implies the separations

Ao Ly
Aa lg
By 1y
By Ly

AgUBUB)|aUC,
AqgUBUQ)|BUC
BgUAUB)|auC
ByUAUQ)|BUC

—~

In summary this means that the entire joint distribution 6 can be represented as

8 = 0c 04c 0| Oay|auc OBy |auc Baq|puc OB, puc

and also that its constituents satisfy the Markov property w.r.t. the graph in Fig. 5.1.
Using this Markov property in combination with the fact that

Oaicr = Oaglauc Oagipucs OBjc = O, jauc OB, |pucs Ocr = Baic Opic Oc,

yields (5.2) and the proof is complete.
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6c

Ou)c Opic

04 o |uC O auc O4418uC O, |puc

Fig. 5.1 The Markov structure of the joint law of the constituents of 6.

A consequence of this result is the following corollary, stating that for chordal
graphs it is not necessary to demand that S is a complete separator to obtain the
relevant conditional independence.

Proposition 5.2. If ¥ is chordal and 0 is hyper Markov on 9, it holds that
AlyB|S=A_1lL¢B|S.

Proof. Again, this is Theorem 2.8 of Dawid and Lauritzen (1993). It follows by
forming the graph ¢[S] connecting all pairs of vertices in S and connecting any other
pair o, 8 if and only if —(o¢ Ly BS). Then ¢[S] is a chordal graph with ¢4[S] > ¢
so that A Lgg B | S, and Proposition 5.1 applies.

If ¢ is not chordal, we can form a chordal cover ¥* by completing all prime
components of ¢. Then if 0 is hyper Markov on ¥, it is also hyper Markov on ¢*
and thus

Aly B|S=All4B|S.

But the similar result would be false for an arbitrary chordal cover of ¢. The hyper
Markov property thus has a simple formulation in terms of junction trees: Arrange
the prime components .2 of ¢ in a junction tree .7 with complete separators . and
consider the extended junction tree 7* which is the (bipartite) tree with 2 U .7 as
vertices and edges from separators to prime components so that C ~ S ~ D in 7 * if
and only if C ~ D in 7. Next, associate 04 to A for each A € 2U.¥. It now holds
that

ALlz+B|S < AlgB|S < 35" CS:ALlyB|S" with $* complete,

implying that . is hyper Markov on & if and only if {04,A € 2U .7} is globally
Markov w.rt. the extended junction tree ™.
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Directed hyper Markov property

We have similar notions and results in the directed case. Say that £ = .Z(0) is
directed hyper Markov w.r.t. a DAG 2 if 0 is directed Markov on & for all 6 € ®
and

6vUpa(v) 1l end(v) | Gpa(v)a

or equivalently 6, pa(y) 1L Oq() | Bpa(v), O equivalently for a well-ordering

6\/L_Jpa(v) 1l o 6pr(v) | 6pa(v)-

It clearly holds that if v* is a terminal vertex in V and .Z is directed hyper Markov
over Z, then Zy\ (,+) is directed hyper Markov over %y (,+}. Repeated use of this
fact yields that if .Z is directed hyper Markov over 9 and A is an ancestral set, then
£y is directed hyper Markov over 9.

Indeed, if 2 is perfect, £ is directed hyper Markov w.r.t. 9 if and only if £ is
hyper Markov w.rt. 9 = 6(9) = 9™.

5.2 Meta Markov Models

Meta independence

Stochastic independence and conditional independence of parameters of marginal
and conditional distributions can only occur when the associated parameters are
variation independent. In the following we formalize such relationships among pa-
rameters of graphical models. We shall for A, B C V identify

0aus = (054, 64) = (64|, 0B),

i.e. any joint distribution of X4 p is identified with a pair of further marginal and
conditional distributions. Define for S C V the S-section ©% of O as

0% ={6cO:6;=06;6c0O}.
The meta independence relation %4 is defined as

0:
X @3

X * 05
AtpB|S < V0 c05:0% =03 sl

AlS
In words, A and B are meta independent w.r.t. &2 given S, if the pair of conditional
distributions (9A| 55 63| s) vary in a product space when 6y is fixed. Equivalently,
fixing the values of 6|5 and s places the same restriction on 64 s as just fixing 6s.

The relation % o satisfies the semigraphoid axioms as it is a special instance of
variation independence.
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Meta Markov models

We say that a model determined by a family of distributions &7, or its parametriza-
tion O, is meta Markov w.r.t. 4 if

(i) All 6 € O are globally Markov w.r.t. 4;
(ii)) ALy B|S = A% B|S whenever S is complete.

Thus, a Markov model is meta Markov if and only if
Alg«B|S=At»B]|S,

where ¢* is obtained from ¢ by completing all prime components. Note that if ¢
is chordal, we have ¥* = ¢ and hence it holds for any meta Markov model & that

AlyB|S=Ai»B|S.

Hyper Markov laws and meta Markov models

Note that for any triple (A,B,S) and any law £ on @ it holds that
AlLyB|S=AtpB|S

forif 8|5 LL ¢ 65| O it must in particular be true that (645, 8p|s) vary in a prod-
uct space for every fixed value of 6s. Thus hyper Markov laws live on meta Markov
models: If a law £ on O is hyper Markov w.r.t. 4 , ® is meta Markov w.r.t. 4.

In particular, if a Markov model is not meta Markov, it cannot carry a hyper
Markov law without further restricting to ©y C ©.

A Gaussian graphical model with graph & is meta Markov on 4. This follows
for example from results of collapsibility of Gaussian graphical models in Fryden-
berg (1990b), who show that in such a model, the conditional distribution 6y, c|c is
variation independent of the marginal distribution O¢ if and only if the boundary of
every connected component of V' \ C is complete, which trivially holds when C itself
is complete. FiXme Fatal: Hertil er jeg kommet

Log-linear meta Markov models

Using results on collapsibility of log-linear models (Asmussen and Edwards 1983),
it follows that a log-linear model &2, is meta Markov on its dependence graph
4 () if and only if for any minimal complete separator S of G (<) there there is
an a € of with S C a. FiXme Note: check this result, please In particular, if .o/ is
conformal, 2, is meta Markov. FiXme Note: give argument

Example 5.2. The log-linear model with generating class

of ={ab,ac,ad,bc,bd,be,cd,ce,de}
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has dependence graph with cliques ¢ = {abcd,bcde}, displayed in Fig. 5.2. Since
the complete separator bed is not in 7, this model is not meta Markov.

Fig. 5.2 Dependence and factor graph of the generating class <7 in Example 5.2.

Example 5.3. The model with generating class
o' = {ab,ac,ad,bcd, be,ce,de}
has the same dependence graph ¢4 (.«7’) = ¢ (/) but even though <7’ is not confor-
mal, &, is meta Markov on ¢ (.o7").
Example 5.4. The model with generating class
" = {ab,ac,bc,bd,cd,ce,de}

has a different dependence graph ¢ ("), see Fig. 5.4. The separator bcd is not in
", but P i is meta Markov on ¢ (&7""), as both minimal separators bc and cd are
in.a".
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Fig. 5.3 Dependence and factor graph of the generating class </’ in Example 5.3.

Fig. 5.4 Factor graph of the generating class <" in Example 5.4. The dependence graph looks
identical to the factor graph when edge labels are removed.

Meta Markov properties on supergraphs

If 6 is globally Markov w.r.t. the graph ¢, it is also Markov w.r.t. any super graph
¢' = (V,E") with E CE'.

The similar fact is not true for meta Markov models. For example, the Gaussian
graphical model for the 4-cycle ¢4 with adjacencies 1 ~ 2 ~ 3 ~ 4 ~ 1, is meta
Markov on ¢, because it has no complete separators.

But the same model is not meta Markov w.r.t. the larger graph ¢’ with cliques
{124,234}, since for any K € /1 (9),
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_ O12014 4 013034
O11 033

024

So fixing the value of 04 restricts the remaining parameters in a complex way.

Maximum likelihood in meta Markov models

Under certain conditions, the MLE 0 of the unknown distribution 8 will follow a
hyper Markov law over © under Py. These are

(i) O is meta Markov w.r.t. ¢;

(ii) For any prime component Q of ¢4, the MLE éQ for 8y based on Xg’> is suffi-
cient for @p and boundedly complete.

A sufficient condition for (ii) is that @ is a full and regular exponential family in
the sense of Barndorff-Nielsen (1978). In particular, these conditions are satisfied
for any Gaussian graphical model and any meta Markov log-linear model.

Canonical construction of hyper Markov laws

The distributions of maximum likelihood estimators are important examples of hy-
per Markov laws. But for chordal graphs there is a canonical construction of such
laws.

Let € be the cliques of a chordal graph & and let -%¢,C € € be a family of laws
over O¢c C P(Z¢). The family of laws are hyperconsistent if for any C and D with
CND =S8+# 0, % and .%p induce the same law for 6.

If Zc,C € € are hyperconsistent, there is a unique hyper Markov law £ over 4
with f(@c) = .ZC,C €F.

Strong hyper and meta Markov properties

In some cases it is of interest to consider a stronger version of the hyper and meta
Markov properties.

A meta Markov model is strongly meta Markov if 6, 5% 2 05 for all complete
separators S.

Similarly, a hyper Markov model is strongly hyper Markov if 645 LL & 65 for all
complete separators S.

A directed hyper Markov model is strongly directed hyper Markov if 0,
forallveV.

Gaussian graphical models and log-linear meta Markov models are strong meta
Markov models.

pa(v) L2 Bpa(y)
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5.2.1 Bayesian inference

Parameter 6 € @, data X = x, likelihood

dPy(x)

dp(x)

Express knowledge about 8 through a prior @ on 6. Use also 7 to denote density of
prior w.r.t. some measure V on ©.

Inference about 6 from x is then represented through posterior distribution
*(0) = p(0]x). Then, from Bayes’ formula

n"(6) = p(x|6)m(6)/p(x) =< L(6 [x)7(6)

so the likelihood function is equal to the density of the posterior w.r.t. the prior
modulo a constant.

L(6]x) =< p(x]6) =

Example 5.5 (Bernoulli experiments). Data X; = x1,...,X,, = x, independent and
Bernoulli distributed with parameter 6, i.e.

P(X;=1|0)=1-P(X;=0)=6.

Represent as a directed acyclic graph with 8 as only parent to all nodes x;,i =
1,...,n. Use a beta prior:

n(0|a,b) o< 6971 (1—0)7 "
If we let x =Y x;, we get the posterior:

n.*(e) oc Gx(l _ 6))17)69(171(1 _ 6)/771
_ 6x+afl (1 _ e)nfxwtbf] )

So the posterior is also beta with parameters (a +x,b+n —x).

Closure under sampling

A family & of laws on O is said to be closed under sampling from x if
TeX=n"ec

The family of beta laws is closed under Bernoulli sampling. If the family of priors
is parametrised:

P ={Pyac o

we sometimes say that « is a hyperparameter. Then, Bayesian inference can be
made by just updating hyperparameters. The terminology of hyperparameter breaks
down in more complex models, corresponding to large directed graphs, where all



72 5 Further Statistical Theory

parent variables can be seen as ‘parameters’ for their children. Thus the division
into three levels, with data, parameters, and hyperparameters is not helpful.
For a k-dimensional exponential family

p(x]8) = b(x)e? "-¥(®)
the standard conjugate family (Diaconis and Ylvisaker 1979) is

(8 |a, k) o< & T xV(E)

for (a,x) € & C R* x A, where of is determined so that the normalisation con-
stant is finite. Posterior updating from (xi,...,x,) with t = ¥;#(x;) is then made as
(a*,x*) = (a+t,x+n).

Closure under sampling of hyper Markov properties

The hyper Markov property is in wide generality closed under sampling. For .
being a prior law over ® and X = x is an observation from 0, let ¥* = Z(0 | X =x)
denote the posterior law over . It then holds that If .Z is hyper Markov w.r.t. 4 so
is L.

And further, if Z is strongly hyper Markov w.r.t. 4 so is £*, so also the strong
hyper Markov property is preserved.

In the latter case, the update of £ is even local to prime components, i.e.

L*(6p) = Z5(80) = Zo(6g|Xo = x0)

and the marginal distribution p of X is globally Markov w.r.t. 4*, where
p(x) = / P(X = x|0).2(d6).
(€]

FiXme Fatal: write more about the strong hyper Markov property, either
here or earlier

5.2.2 Hyper inverse Wishart and Dirichlet laws

Gaussian graphical models are canonical exponential families. The standard family
of conjugate priors have densities

n(K|®,8) < (detK)/?e " KP) g c % (7).

These laws are termed hyper inverse Wishart laws as X follows an inverse Wishart
law for complete graphs.
For chordal graphs, each marginal law £¢ of ¢ is inverse Wishart.
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For any meta Markov model where ® and @ are full and regular exponential
families for all prime components Q, it follows directly from Barndorff-Nielsen
(1978), page 149, that the standard conjugate prior law is strongly hyper Markov
wrt 9.

This is in particular true for the hyper inverse Wishart laws.

The analogous prior distribution for log-linear meta Markov models are likewise
termed hyper Dirichlet laws.

They are also strongly hyper Markov and if ¢ is chordal, each induced marginal
law Z¢ is a standard Dirichlet law.

Conjugate prior laws are strong hyper Markov

If © is meta Markov and ®g are full and regular exponential families for all prime
components Q, the standard conjugate prior law is strongly hyper Markov w.r.t. 4.
This is in particular true for the hyper inverse Wishart laws and the hyper Dirich-
let laws.
Thus, for the hyper inverse and hyper Dirichlet laws we have simple local updat-
ing based on conjugate priors for Bayesian inference.

5.3 Summary

Laws and distributions

A statistical model involves a family &2 of distributions, often parametrized as
P = {Pg7 0¢c @}.

We refer to a probability measure on &2 or © as a law, whereas a distribution is a
probability measure on 2.

Hyper Markov Laws

Alaw £ on O is hyper Markov w.r.t. ¢ if

(i) All 6 € O are globally Markov w.r.t. 4;
(ii) A LL o B|S whenever S is complete and A L B|S.

Directed hyper Markov property

& = £(0) is directed hyper Markov w.r.t. a DAG Z if 0 is directed Markov on 2
for all 8 € ® and
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6vUpa(v) 1l end(v) | Opa(v)a
or equivalently
6y pa(v) 1Lz Ona(v) | Bpa(v)-

If D is perfect, £ is directed hyper Markov w.r.t. 9 if and only if £ is hyper
Markovw.rt. 4 = o(2) = 9™.

Meta Markov models
For A, B C V identify

040 = (0p|4,64) = (043, 0B)-

A and B are meta independent w.r.t. & given S, denoted A £ B|S, if the pair of
conditional distributions (645, 8g|s) vary in a product space when 65 is fixed.
The family &2, or O, is meta Markov w.r.t. 4 if

(i) All 8 € O are globally Markov w.r.t. ¢,
(ii)) ALy B|S = At % B|S whenever S is complete.

Hyper Markov laws and meta Markov models

Hyper Markov laws live on meta Markov models.

A Gaussian graphical model with graph & is meta Markov on 9.

A log-linear model &, is meta Markov on its dependence graph 4 (<) if and
only if S € o for any minimal complete separator S of 4 ().

In particular, if <7 is conformal, & s is meta Markov.

Maximum likelihood in meta Markov models

If the following conditions are satisfied:

(1) © is meta Markov w.r.t. ¢;
(ii) For any prime component Q of ¢, @ is a full and regular exponential family,

the MLE 0 of the unknown distribution 6 will follow a hyper Markov law over ©
under Py.

In particular, this holds for any Gaussian graphical model and any meta Markov
log-linear model.



5.3 Summary 75

Strong hyper and meta Markov properties

Similarly, a hyper Markov law is strongly hyper Markov if 6,5 LL & 65 for all com-
plete separators S.

A directed hyper Markov lawis strongly directed hyper Markov if 0,
forallveV.

A meta Markov model is strongly meta Markov if 6, 5% 05 for all complete
separators S.

Gaussian graphical models and log-linear meta Markov models are strong meta
Markov models.

I pa(v) Lz Bpa(y)

Closure under sampling of hyper Markov properties

If % is a prior law over ® and X = x is an observation from 6, £* = £2(0|X =x)
denotes the posterior law over ©.

If £ is hyper Markov w.r.t. 4 so is L*.

If £ is strongly hyper Markov w.r.t. 4 so is £*.

In the latter case, the update of £ is local to prime components, i.e.

ZL"(0g) = £5(0g) = Zp(60|Xo = x0)

and the marginal distribution p of X is globally Markov w.r.t. 4, where

p(x):/@P(X:x|9).$(d6).

Hyper inverse Wishart and Dirichlet laws

Gaussian graphical models are canonical exponential families. The standard family
of conjugate priors have densities

T(K|®@,8) o< (detK)%/2e " K®) K e .77 (7).

These laws are termed hyper inverse Wishart laws as X follows an inverse Wishart
law for complete graphs. For chordal graphs, each marginal law Z¢,€ of X¢ is
inverse Wishart.

The standard conjugate prior law for log-linear meta Markov models are termed
hyper Dirichlet laws. If ¢ is chordal, each induced marginal law %¢,C € € is a
standard Dirichlet law.






Chapter 6
Estimation of Structure

6.1 Estimation of Structure and Bayes Factors

Previous chapters have considered the situation where the graph ¢ defining the
model has been known and the inference problems were concerned with an un-
known Py with 6 € ©. This chapter discusses inference concerning the graph ¢,
specifying only a family I" of possible graphs.

It is important to ensure that any methods used must scale well with data size
we typically need to consider many structures and also huge collections of high-
dimensional data.

What we here choose to term structure estimation is also known under other
names as model selection (mainstream statistics), system identification (engineer-
ing), or structural learning (Al or machine learning.) Different situations occur de-
pending on the type of assumptions concerning I Common assumptions include
that I is the set of undirected graphs over V; the set of chordal graphs over V; the
set of forests over V; the set of trees over V; the set of directed acyclic graphs over
V; or potentially other types of conditional independence structure.

Why estimation of structure?

It may be worthwhile to dwell somewhat on the rationale behind structure estima-
tion. We think of it as a method to get a quick overview of relations between a huge
set of variables in a complex stochastic system and see it in many ways as a parallel
to e.g. histograms or density estimation which gives a rough overview of the features
of univariate data. It will typically be used in areas such as, for example, general data
mining, identification of gene regulatory networks, or for reconstructing family trees
from DNA information. Established methods exist and are in daily routine use, but
there is a clear need for better understanding of their statistical properties.

We begin by showing a few simple examples of structure estimation to motivate
that the issue is not a priori impossible.

77
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Example 6.1 (Markov mesh model). Figure 6.1 shows the graph of a so-called
Markov mesh model with 36 variables. All variables are binary and the only variable

Fig. 6.1 Graph of a Markov mesh model with 36 binary variables.

without parents, in the upper left-hand corner is uniformly distributed. The remain-
ing variables on the upper and left sides of the 6 x 6 square have a single parent and
the conditional probability that it is in a given state is 3/4 if the state is the same as
its parent. The remaining nodes have two parents and if these are identical, the child
with have that state with probability 3/4 whereas it will otherwise follow the upper
parent with probability 2/3.

Figure 6.2 shows two different attempts of estimating the structure based on the
same 10,000 simulated cases. The two methods are to be described in more de-
tail later, but it is apparent that the estimated structure in both cases have a strong
similarity to the true one. In fact, one of the methods reconstructs the Markov mesh
model perfectly. Both methods used search for a DAG structure which is compatible
with the data.
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Fig. 6.2 Structure estimate of Markov mesh model from 10000 simulated cases. The left-hand
side shows the estimate using the crudest algorithm (PC) implemented in HUGIN. The right-hand
side the Bayesian estimate using greedy equivalence search (GES) as implemented in WINMINE.

Example 6.2 (Tree model). The graph of this example has a particular simple struc-
ture which is that of a rooted tree. Since a rooted tree with arrows pointing away
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from a root is a perfect DAG, the associated structure is equivalent to the corre-
sponding undirected tree. The state at the root is uniformly distributed and any other
node reproduces the state of the parent node with probability 3 /4.

Figure 6.3 shows the structure estimate of the tree based on 10,000 simulated
cases and using the same methods as for the Markov mesh model. In both cases,
the method has attempted to estimate the structure based on the assumption that the
structure was a DAG. Note that in this case it is the first method which reconstruncts
correctly whereas there are too many links in the second case.

Fig. 6.3 Estimates of a tree model with 30 variables based on 10000 observations. The graph to
the left represents the estimate using the PC algorithm and yields a 100% correct reconstruction.
The graph to the right represents the Bayesian estimate using GES.

Example 6.3 (Chest clinic). The next example is taken from Lauritzen and Spiegel-
halter (1988) and reflects the structure involving risk factors and symptoms for lung-
disease. The (fictitious) description given by the authors of the associated medical
knowledge is as follows

“Shortness—of—breath (dyspnoea) may be due to tuberculosis, lung cancer or bronchitis, or
none of them, or more than one of them. A recent visit to Asia increases the chances of
tuberculosis, while smoking is known to be a risk factor for both lung cancer and bron-
chitis. The results of a single chest X-ray do not discriminate between lung cancer and
tuberculosis, as neither does the presence or absence of dyspnoea.”

The actual probabilities involved in this example are given in the original reference
and we abstain from repeating them here.

Figure 6.4 displays the network structure reflecting the knowledge as given above
and three different structure estimates. Note that this problem is obviously more
difficult than the previous examples, in particular because some of the diseases are
rare and larger data sets as well as more refined structure estimators are needed to
even get close to the original structure.



80 6 Estimation of Structure
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Fig. 6.4 A Bayesian network model for lung disease and estimates of the model based on simulated
cases. The structure generating the data is in the upper left corner. Then, clockwise, estimates
using the same data but different estimation algorithms: the PC algorithm, Bayesian GES, the NPC
algorithm. In the latter case 100,000 cases were used.

Types of approach

Essentially all structure estimation methods combine a specification of potentially
interesting structures with a way of judging the adequacy of structure and a search
strategy, which evaluates a large number of space of possible structures.

As detailed further in the following sections, methods of judging adequacy in-
clude using

e tests of significance;
e penalised likelihood scores;

I(94) =logL — xdim(%)

with ¥ = 1 for AIC Akaike (1974), or k = %10gN for BIC Schwarz (1978);
e Bayesian posterior probabilities.

The search strategies are more or less based on heuristics, which all attempt to over-
come the fundamental problem that a crude global search among all potential struc-
tures is not feasible as the number of structures is astronomical.

FiXme Fatal: elaborate on each of these or rearrange
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Bayes factors

For¥ € I', Oy is associated parameter space so that P factorizes w.r.t. ¢ if and only
if P = Py for some 8 € Oy. Ly is prior law on Og.

The Bayes factor (likelihood ratio) for discriminating between ¢, and % based
on observations X ) = x(") is

F"4)

BF(%] . 542) = W’

where

16 9) = [ 119,0) 2y (a6)

G

is known as the marginal likelihood of 4.

Posterior distribution over graphs

If (%) is a prior probability distribution over a given set of graphs I, the posterior
distribution is determined as

7°(4) = m(@|x") o< £ |9)7(9)

or equivalently

(%) n(#)

(%) (%)’
Bayesian analysis looks for the MAP estimate 4* maximizing (%) over I', or
attempts to sample from the posterior using e.g. Monte-Carlo methods.

= BF(gl : gz)

6.2 Estimating Trees and Forests

Estimating trees

Let us assume that the distribution P of X = X,,,v € V over a discrete state space .2~
factorizes w.r.t. an unknown tree T and that we have observations X! = x,..., X" =
x" as independent and identically distributed according to P.

Chow and Liu (1968) showed that the maximum likelihood estimate T of T is a
maximal weight spanning tree (MWST), where the weight of a tree 7 is

A0 = Y Ale)= ¥ Hale)

ecE(1) e€E(1)

and H,(e) is the empirical cross-entropy or mutual information between endpoint
variables of the edge e = {u,v}:
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o) — n(xy,xy) o n(xy,x,)/n _ 2l 1) o n(xy,xy)
(€)= L = o Gy~ MR B e Gy

This result is easily extended to Gaussian graphical models, just with the weight
An(e) of an edge in a tree determined as any strictly increasing function of the em-
pirical cross-entropy along the edge

1
H,(e) = —Elog(l —r2),

where 72 is empirical correlation coeffient along edge e = {u,v}

PR T
XL D@ D)D) W

To see this, use the expression (4.20) for the determinant of the MLE which in
the case of a tree reduces to

_ Ilev (WW)deg(V)i : d

det(K) =
et(K) [Tecr det(w,)
_ WuuWyy 2\—1
o< [T(wn)™! ——— < (l-r) .
vle—\[/ Y {u.Iv_}IeE WuuWyy — W%v ¢

From (4.16) we know that the maximized likelihood function for a fixed tree is pro-
portional to a power of this determinant and hence is maximized when the logarithm
of the determinant is maximized. But since we then have

logdetK(7) =2 Y H,(e) =2A(1),
ecE(T)

maximizing £(7) over all possible trees is equivalent to maximizing A (7).
Highest AIC or BIC scoring forest also available as MWSEF, with modified
weights
whh () = nwy(e) — K, df,,

with k, = 2 for AIC, k;,, = logn for BIC and df, the degrees of freedom for indepen-
dence along e.

Fast algorithms Kruskal Jr. (1956) compute maximal weight spanning tree (or
forest) from weights W = (wy,,,u,v € V).

Chow and Wagner (1978) show a.s. consistency in total variation of P: If P
factorises w.r.t. T, then

sup|p(x) — p(x)| — 0 for n — oo,
X

so if T is unique for P, T = t for all n > N for some N.
If P does not factorize w.r.t. a tree, P converges to closest tree-approximation P
to P (Kullback-Leibler distance).
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Strong hyper Markov prior laws

For strong hyper Markov prior laws, X is itself marginally Markov so

Moco f(5)19)
Mses f(x5 |9)V0(S)

where 2 are the prime components and .# the minimal complete separators of ¢.

fag) = 6.1)

Hyper inverse Wishart laws

Denote the normalisation constant of the hyper inverse Wishart density as

h(8,®;9) = / » )(detK)‘*/ze*t“K‘I’)dK,
SHG

i.e. the usual Wishart constant if Q = C'is a clique.
Combining with the Gaussian likelihood, it is easily seen that for Gaussian graph-
ical models we have

h(8 +n,&+W"9)
(s, ®;9)

fE" %)=

Comparing with (6.1) leads to a similar factorization of the normalising constant

[Tpecoh(6,Po; %)

h(6,P;9) = .
(@ ) [Isc.o h(8, Ps; S)v(S)

For chordal graphs all terms in this expression reduce to known Wishart constants,
and we can thus calculate the normalization constant explicitly.

In general, Monte-Carlo simulation or similar methods must be used Atay-Kayis
and Massam (2005).

The marginal distribution of W is (weak) hyper Markov w.r.t. 4. It was termed
the hyper matrix F law by Dawid and Lauritzen (1993).

Bayes factors for forests

Trees and forests are decomposable graphs, so for a forest ¢ we get

[lece(o) f (")
[Tev f(x5n))d¢(v)7l

since all minimal complete separators are singletons and vy ({v}) =dy(v) — 1.
Multiplying the right-hand side with [T,y f (xﬁn)) yields

F(9 1) o<

)
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[lece) f () _ ")\ TTBE
Hvevf(x\()n))d¢(v)_l vl;‘llf(xv )g (e),

where BF(e) is the Bayes factor for independence along the edge e:

£ )

BF =
)= o )

Thus the posterior distribution of ¢ is

7*(9) = [] BF(e).
e€E(9)

In the case where ¢ is restricted to contain a single tree, the normalization constant
for this distribution can be explicitly obtained via the Matrix Tree Theorem, see e.g.
Bollobas (1998).

Bayesian analysis

MAP estimates of forests can thus be computed using an MWSF algorithm, using
w(e) =log BF (e) as weights.

Algorithms exist for generating random spanning trees Aldous (1990), so full
posterior analysis is in principle possible for trees.

These work less well for weights occurring with typical Bayes factors, as most
of these are essentially zero, so methods based on the Matrix Tree Theorem seem
currently more useful.

Only heuristics available for MAP estimators or maximizing penalized likeli-
hoods such as AIC or BIC, for other than trees.

Some challenges for undirected graphs

e Find feasible algorithm for (perfect) simulation from a distribution over chordal
graphs as
[lcew w(C)

[Tse.» w(S) ve(S)’
where w(A),A C 'V are a prescribed set of positive weights.

e Find feasible algorithm for obtaining MAP in decomposable case. This may not
be universally possible as problem most likely is NP-complete.

p(F) <
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6.3 Learning Bayesian networks

6.3.1 Model search methods

Directed hyper Markov property

£ = 2(0) is directed hyper Markov w.r.t. a DAG & if 0 is directed Markov on &
for all 6 € @ and

6v\pa(v 1l 6nd ‘

A law £ is directed hyper Markov on 9 if and Only if %4 is hyper Markov on
(Za)" for any ancestral set A C V.

& is strongly directed hyper Markov if in addition 8, () LL # 654(,) for all v or,
equivalently if the conditional distributions 0, ,y(,),v € V are mutually independent.

Graphically, this is most easily displayed by introducing one additional parent
6y| pa(v) for every vertex V in &, so then

fov|xpa v\pa )

veV

Exploiting independence and taking expectations over 8 yields that also marginally,

|-@ / f ‘9 g] fov‘xpdv

veV

If £ is strongly directed hyper Markov and .Z* it holds that also the posterior
law L% is is strongly directed hyper Markov and

g*(eﬂ pa(v)) o< f(xv ‘xpa(v)a ev\ pa(v))g(ev\ pa(v))

Spiegelhalter and Lauritzen (1990).

Markov equivalence

2 and 9' are equivalent if and only if:

1. 2 and 2’ have same skeleton (ignoring directions)
2. 2 and 2’ have same unmarried parents

. B
GUIAN

I\
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Searching equivalence classes

In general, there is no hope of distinguishing Markov equivalent DAGs, so Z can at
best be identified up to Markov equivalence.
The number D, of unlabelled DAGs with n vertices is given by the recursion

Robinson (1977)
n
D, =Y (-1 (") 2=0p,_;
i=1 !

which grows superexponentially. For n = 10, D,, = 4.2 x 10'3. The number of equiv-
alence classes is smaller, but is conjectured still to grow superexponentially.

Conjugate priors for DAGs
In the discrete case, the obvious conjugate prior is for fixed v to let

{ev\ pag(v) (xv |x;§ay(v>),xv € %}

be Dirichlet distributed and independent for v € V and x;ag(v) € Zpa,(v) Spiegel-
halter and Lauritzen (1990).

We can derive these Dirichlet distributions from a fixed master Dirichlet distri-
bution Z (o), where o = o(x),x € 2, by letting

{60 pay) (v |x;§ay(v))} ~ -@(a(xwx;a(ﬁ(v))v

where as usual a(x,) = Y.y —, ®(y).

Typically, o is specified by letting @ = A po(x) where py is an initial guess on the
joint distribution, for example specified through a DAG %), and A is the equivalent
sample size for the prior information.

The va}ues Oc(xv,x;ay <v)) =Apo (xv,x;a@ (v>) can then be calculated by probability
propagation.

Common default values is A = 1 and a(x) = | 27| 7"

A similar construction is possible in the Gaussian case using the Wishart dis-
tribution Geiger and Heckerman (1994) and for mixed discrete Gaussian networks
Bgttcher (2001), the latter implemented in the R-package DEAL Bgttcher and Deth-
lefsen (2003).

In all cases, it was shown Geiger and Heckerman (1997, 2002) that prior distri-
butions constructed in this way are the only distributions which are

1. modular:
pag (v) = pag:(v) = 6y pa,(v) ~ 0| pa, (1)}

2. score equivalent:

2=9"= (" 2) =" 2.
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Marginal likelihood Bayes factors derived from these strongly directed hyper
Dirichlet priors have a simple form

0 (Xpay, (1))
H H )

(a(paj) n(Xpa,,

n(
XH vUpa_; ) (vUpaj ))

(Ot (vapag (v) ))

Cooper and Herskovits (1992); Heckerman et al (1995)

Challenge: Find good algorithm for sampling from the full posterior over DAGs
or equivalence classes of DAGs. Issue: prior uniform over equivalence classes or
over DAGs?

Greedy equivalence class search

—_

Initialize with empty DAG

2. Repeatedly search among equivalence classes with a single additional edge and
go to class with highest score - until no improvement.

3. Repeatedly search among equivalence classes with a single edge less and move

to one with highest score - until no improvement.

For BIC or Bayesian posterior score with directed hyper Dirichlet priors, this algo-
rithm yields consistent estimate of equivalence class for P. Chickering (2002)

6.3.2 Constraint-based search

Another alternative search algorithm is known as constraint based search.

Essentially, the search methods generate queries of the type “A 1L B|S?”, and
the answer to such a query divides I" into those graphs conforming with the query
and those that do not.

These type of methods were originally designed by computer scientists in the
context where P was fully available, so queries could be answered without error.

The advantage of this type of method is that relatively few queries are needed to
identify a DAG & (or rather its equivalence class).

The disadvantage is that there seems to be no coherent and principled method to
answer the query in the presence of statistical uncertainty, which is computable.

SGS and PC algorithms

SGS-algorithm Spirtes et al (1993):
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Step 1:  Identify skeleton using that, for P faithful,
ukv = ISCV\{u,v}: X, 1L X, | Xs.

Begin with complete graph, check for S = @ and remove edges when indepen-
dence holds. Then continue for increasing |S|.
PC-algorithm (same reference) exploits that only S with S C bd(u) \ v or S C
bd(v) \ u needs checking where bd refers to current skeleton.

Step 2:  Identify directions to be consistent with independence relations found in
Step 1.

Exact properties of PC-algorithm

If P is faithful to DAG 9, PC-algorithm finds 9’ equivalent to 2.
It uses N independence checks where N is at most

where d is the maximal degree of any vertex in 2.
So worst case complexity is exponential, but algorithm fast for sparse graphs.
Sampling properties are less well understood although consistency results exist.
The general idea has these elements:

1. When a query is decided negatively, —(A LL B|S), it is taken at face value;
When a query is decided positively, A LL B|S, it is recorded with care;

2. If at some later stage, the PC algorithm would remove an edge so that a negative
query —(A LL B|S) would conflict with A 1 4 B|S, the removal of this edge is
suppressed.

This leads to unresolved queries which are then passed to the user.

6.4 Summary

Types of approach
e Methods for judging adequacy of structure such as

— Tests of significance
— Penalised likelihood scores

1.(9) = logL — xdim(%¥)

with ¥ = 1 for AIC Akaike (1974), or k = %logn for BIC Schwarz (1978).
— Bayesian posterior probabilities.
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e Search strategies through space of possible structures, more or less based on
heuristics.

Bayes factors For ¢ € I', @y is associated parameter space so that P factorizes
w.r.t. 4 if P = Py for some 0 € Oy. £y is prior law on O .
The Bayes factor for discriminating between %; and % based on X () = x(") is

%)
BF(4 : %) = ———=
( 1 2) f(x(") |g2) )
where
Mgy = [ fx"|9,0)2,(a0)

Oy

is known as the marginal likelihood of 4. Posterior distribution over graphs If 7(¥)
is a prior probability distribution over a given set of graphs I, the posterior distri-
bution is determined as

7'(@) = (4 |x") e f(") |9)7(4)

or equivalently
T* (gl) o
(%)
The BIC is an O(1)-approximation to log BF using Laplace’s method of integrals
on the marginal likelihood.

Bayesian analysis looks for the MAP estimate 4* maximizing ©* (%) over I, or
attempts to sample from the posterior using e.g. Monte-Carlo methods. Estimating
trees Assume P factorizes w.r.t. an unknown tree 7. MLE © of 7 has maximal
weight, where the weight of 7 is

= L wmi@= Y Hie)

e€E(T) ecE(T)

and H,(e) is the empirical cross-entropy or mutual information between endpoint
variables of the edge e = {u,v}. For Gaussian trees this becomes

1

wa(e) = = log(1-72)

where 2 is correlation coeffient along edge e = {u,v}.
Highest AIC or BIC scoring forest also available as MWSF, with modified

weights

wh(¢) = nwy(e) — K, df,,
with K, = 1 for AIC, x, = %logn for BIC and df, the degrees of freedom for inde-
pendence along e.

Use maximal weight spanning tree (or forest) algorithm from weights W =
(W, u,v € V).
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Hyper inverse Wishart laws Denote the normalisation constant of the hyper in-
verse Wishart density as

h(8,®;94) = (detK)%/2¢ " K®) gk |
J 7+ (@)

The marginal likelihood is then

h(8+n,&+W"9)

f(x(n) |§4) = h(5 (15.g)

where o
h(5’¢,;g): HQEQ ( y Q> Q) '
[Tsc.r (8, Ps:8)ve )

For chordal graphs all terms reduce to known Wishart constants.

In general, Monte-Carlo simulation or similar methods must be used Atay-Kayis
and Massam (2005).

Bayes factors for forests Trees and forests are decomposable graphs, so for a
forest ¢ we get

« o HeeE(q)) (xen))
O My a0

o< BF(e),
e€E(9)

where BF(e) is the Bayes factor for independence along the edge e:

£ )
FOEM M)

MAP estimates of forests can thus be computed using an MWSF algorithm, using
w(e) = log BF (e) as weights.

When ¢ is restricted to contain a single tree, the normalization constant can be
explicitly obtained via the Matrix Tree Theorem, see e.g. Bollobas (1998).

Algorithms exist for generating random spanning trees Aldous (1990), so full
posterior analysis is in principle possible for trees.

Only heuristics available for MAP estimators or maximizing penalized likeli-
hoods such as AIC or BIC, for other than trees.

BF(e) =
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