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We consider the random directed graph �G(n,p) with vertex set
{1,2, . . . , n} in which each of the n(n − 1) possible directed edges is present
independently with probability p. We are interested in the strongly connected
components of this directed graph. A phase transition for the emergence of
a giant strongly connected component is known to occur at p = 1/n, with
critical window p = 1/n + λn−4/3 for λ ∈ R. We show that, within this
critical window, the strongly connected components of �G(n,p), ranked in
decreasing order of size and rescaled by n−1/3, converge in distribution to a
sequence (C1,C2, . . .) of finite strongly connected directed multigraphs with
edge lengths which are either 3-regular or loops. The convergence occurs in
the sense of an �1 sequence metric for which two directed multigraphs are
close if there are compatible isomorphisms between their vertex and edge
sets which roughly preserve the edge lengths. Our proofs rely on a depth-first
exploration of the graph which enables us to relate the strongly connected
components to a particular spanning forest of the undirected Erdős–Rényi
random graph G(n,p), whose scaling limit is well understood. We show that
the limiting sequence (C1,C2, . . .) contains only finitely many components
which are not loops. If we ignore the edge lengths, any fixed finite sequence
of 3-regular strongly connected directed multigraphs occurs with positive
probability.

1. Introduction and main result. Many real-world networks are inherently directed in
nature. Consider, for example, the World Wide Web: hyperlinks point from one webpage to
another but the link in the other direction is not necessarily present. However, this structurally
important feature is often ignored in modelling, and the corresponding mathematical litera-
ture is much less well-developed. In this paper, we consider the simplest possible model of a
random directed graph and endeavour to understand the way in which its directed connectiv-
ity properties change as we adjust its parameters.

Let �G(n,p) be a random directed graph with vertex set [n] := {1, . . . , n} and random edge
set where each of the n(n − 1) possible edges (i, j), i �= j , is present independently with
probability p. We are interested in the strongly connected components of �G(n,p), that is,
the maximal subgraphs for which there exists a directed path from a vertex to any other (see
Figure 1 for an illustration).

The usual Erdős–Rényi random graph, G(n,p), in which each of the n(n − 1)/2 possible
undirected edges is present independently with probability p, will play an important role in
our results. It is well known that G(n,p) undergoes a phase transition [7]: if np → c > 1 as
n → ∞ then G(n,p) has a unique giant component with high probability, while if np → c <

1 as n → ∞ then the components of G(n,p) are of size OP(logn). In the so-called critical
window, where p = 1

n
+ λn−4/3, Aldous [3] proved that the sequence of sizes of the largest

components possesses a distributional limit when renormalised by n2/3.
Previous work by Karp [14] and Łuczak [17] has shown that �G(n,p) undergoes a similar

phase transition to that of G(n,p): if np → c > 1 as n → ∞, then �G(n,p) has a unique
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FIG. 1. A directed graph on [17]. Its strongly connected components have vertex sets {3,6,8,9,14,16},
{1,2,5,17}, {7,11}, {4}, {10}, {12}, {13} and {15}.

giant strongly connected component with high probability, while if np → c < 1 as n → ∞,
then the sizes of all the strongly connected components are oP(n). (In �G(n,p), in contrast
to the situation for G(n,p), Łuczak [17] shows that the sizes of the subcritical components
are tight.) These results were strengthened by Łuczak and Seierstad [18], who showed that
�G(n,p) has, in fact, the same critical window as G(n,p).

THEOREM 1.1 (Łuczak and Seierstad [18]). Let γn = (np − 1)n1/3 and assume γn =
o(n1/3) as n → ∞.

1. If γn → ∞ then the largest strongly connected component of �G(n,p) has size (4 +
oP(1))γ 2

n n1/3 and the second largest has size OP(γ
−1
n n1/3).

2. If γn → −∞ then the largest strongly connected component of �G(n,p) has size
OP(|γ −1

n |n1/3).

However, in contrast to G(n,p), Łuczak and Seierstad also show that within the critical
window, the complex strongly connected components (that is, those which do not just consist
of a single directed cycle) occupy only OP(n

1/3) vertices in total. This shows that the crit-
ical components are very much “thinner” objects than in the setting of G(n,p), where the
complex components occupy OP(n

2/3) vertices.
In a recent work [6], Coulson shows that, on rescaling by n−1/3, the size of the largest

strongly connected component of �G(n,p) in the critical window is tight, with explicit upper
and lower tail bounds.

In this paper, we investigate the behaviour within the critical window in more detail, and
in particular we prove a scaling limit for the strongly connected components. We do this by
relating a particular subgraph of �G(n,p) to a spanning forest of G(n,p), and the conver-
gence of that spanning forest (thought of as a collection of discrete metric spaces, one per
component) to a collection of random R-trees. Similar tools have already been used to study
the components of G(n,p) in the same critical window, leading to the main theorem of [2].
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THEOREM 1.2 (Addario–Berry, Broutin and Goldschmidt [2]). Let p = p(n) = 1
n

+
λn−4/3 for fixed λ ∈ R. Let (A1(n),A2(n), . . .) be the connected components of G(n,p),
each considered as a metric space by endowing the vertex-set with the graph distance. Then(

Ai(n)

n1/3 , i ∈ N

)
(d)−→ (Ai , i ∈N),

where A= (Ai , i ∈ N) is a random sequence of compact metric spaces, and the convergence
is in distribution for the �4 metric for sequences of compact metric spaces based on the
Gromov–Hausdorff distance.

Let us immediately give a description of the scaling limit A, since it plays an important role
in the sequel. Define Wλ(t) = W(t) + λt − t2/2 for t ≥ 0, where W is a standard Brownian
motion, and let (σi, i ∈ N) be the collection of excursion lengths above the running infimum
of Wλ, ranked in decreasing order. For σ > 0, let ẽ(σ ) be a Brownian excursion with length σ

biased by the exponential of its area, so that if e(σ ) is a Brownian excursion of length σ then,
for any nonnegative measurable test function g, we have

E
[
g
(
ẽ(σ ))] = E[exp(

∫ σ
0 e(σ )(u) du)g(e(σ ))]

E[exp(
∫ σ

0 e(σ )(u) du)] .

Let Tσ be the R-tree encoded by 2ẽ(σ ) (see Section 3.2.1 below for a description of how
this is done). We make some additional point-identifications in this tree. Let (t1, . . . , tK)

be the points of a Poisson random measure on [0, σ ] with intensity ẽ(σ )(t) dt . The point
tj ∈ [0, σ ] corresponds to a point xj in Tσ at distance 2ẽ(σ )(tj ) from the root. For all 1 ≤
j ≤ K , we identify xj with a uniformly chosen point on its path to the root. Write Gσ for the
resulting metric space. Finally, conditionally on (σi, i ∈ N), the metric spaces A1,A2, . . . are
independent and, for each i ∈ N, Ai has the law of Gσi

.
While metric spaces provide the natural setting in which to consider scaling limits of undi-

rected graphs, this is no longer the case in the directed setting: we need some extra structure
to encode the orientations. Let us make some useful definitions.

By a directed multigraph, we mean a triple (V ,E, r) where:

• V and E are finite sets.
• r = (r1, r2) is a function from E to V ×V , with r1(e) and r2(e) for e ∈ E being respectively

the tail and head of the directed edge e.

We will refer to the case where V = {v}, E = {e} and r1(e) = r2(e) = v as a loop.
X = (V ,E, r, �) is a metric directed multigraph (henceforth MDM) if (V ,E, r) is a directed
multigraph and � is a function from E to [0,∞) which assigns each edge a length. A special
role will be played by the degenerate case of a loop whose single edge is assigned length 0,
which we denote by L. The length len(X) of X is given by

∑
e∈E �(e).

We now define a distance between MDMs X = (V ,E, r, �) and X′ = (V ′,E′, r ′, �′) in
such a way that they are close if there is a graph isomorphism from X to X′ which changes
the lengths very little. Specifically, let Isom(X,X′) be the set of graph isomorphisms from X

to X′, that is, pairs of bijections f from V to V ′ and g from E to E′ such that, for all e ∈ E,
r ′(g(e)) = (f (r1(e)), f (r2(e))). Then set

d �G
(
X,X′) = inf

(f,g)∈Isom(X,X′)
sup
e∈E

∣∣�(e) − �′(g(e)
)∣∣.

Note that if X and X′ do not have the same graph structure, then Isom(X,X′) is empty and
d �G(X,X′) is set to infinity. Let �G be the set of (isometry classes of) MDMs. Then ( �G, d �G) is
a Polish space (as a countable union of powers of [0,+∞)).
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Let Ci(n) for i ≥ 1 be the strongly connected components of �G(n,p), listed in decreasing
order of size, breaking ties by increasing order of the lowest labelled vertex. We view these
strongly connected components as MDMs, by assigning to each edge a length of 1, and then
removing all vertices with degree 2 and merging their corresponding edges into paths of
length greater than 1. In the case of a strongly connected component which consists of a
single directed cycle with k ≥ 2 vertices, we think of it as a loop of length k. Similarly, we
think of isolated vertices as loops of length 0. Finally, since there are at most n components,
we complete the list with an infinite repeat of L, the loop of length 0.

We can now state our main theorem.

THEOREM 1.3. Suppose p = p(n) = 1
n

+ λn−4/3 + o(n−4/3). There exists a sequence
C = (Ci , i ∈ N) of random strongly connected MDMs such that, for each i ≥ 1, Ci is either
3-regular or a loop, and such that(

Ci(n)

n1/3 , i ∈ N

)
(d)−→ (Ci , i ∈ N)(1)

with respect to the distance d defined by

d(A,B) =
∞∑
i=1

d �G(Ai,Bi),

for A,B ∈ �GN.

In particular, the limit object C has finite total length. We will show later that C has only
finitely many complex components (i.e., components which are not loops). So Theorem 1.3
implies the convergence in distribution of the number of complex components of �G(n,p),
their rescaled numbers of vertices, and their excesses (where the excess of a component is
given by its number of edges minus its number of vertices). This, in particular, significantly
strengthens Theorems 13 and 14 of [18]. Finally, we also show that, if we ignore the edge
lengths, then any fixed finite sequence of 3-regular strongly connected directed multigraphs
occurs with positive probability.

We defer a proper description of C, which is rather involved, to Section 4 below. As is the
case for (Ai , i ∈ N), the (Ci , i ∈ N) are derived from the R-trees encoded by the excursions of
Wλ. However, the strongly connected components (Ci , i ∈ N) are much simpler objects than
(Ai , i ∈ N) which, for example, have a rich fractal structure coming from their relationship
to the Brownian continuum random tree. A closer analogy is obtained by instead looking at
the scaling limit of the subgraph of G(n,p) consisting only of edges and vertices which lie in
cycles. Each component of the graph has a core, which is defined to be the maximal subgraph
of minimum degree 2, and consists of the vertices and edges which lie in cycles, as well as
those in paths joining cycles. (The core can be obtained by successively deleting leaves and
their incident edges from the graph until no leaves remain.) The core is empty if there are no
cycles. If the core is nonempty, removing those of its edges which do not lie in a cycle yields
one or more components, which represent the cycle structure of the original component.

It is possible to define an analogous notion of a core for each component Ai , i ∈ N of the
scaling limit of the critical random undirected graph, created by the point-identifications we
make in the R-trees encoded by the excursions of Wλ. Indeed, for each i ≥ 1, core(Ai ) is
a connected undirected multigraph with edge lengths which is empty if there are no point-
identifications, is a loop if there is a single point-identification and is otherwise 3-regular
almost surely. For each i ≥ 1, if core(Ai ) is nonempty and we remove from it any points
not contained in cycles, we obtain a collection of one or more multigraphs with edge-lengths
which are again either loops or 3-regular. Let us refer to these as the cycle-components.
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The MDMs (Ci , i ∈ N) are similarly obtained by making (a different collection of) point-
identifications in the R-trees encoded by the excursions of Wλ. In this context, a single R-tree
may give rise to one or more strongly connected components, or indeed none. The fact that
we obtain an �1 convergence in Theorem 1.3, comes from the property that for very small σ ,
an R-tree with the same distribution as Tσ is very unlikely to produce any strongly connected
components at all.

It would be interesting to know if the distributions of the undirected version of (Ci , i ∈ N)

and of the decreasing ordering of all the cycle-components coming from (core(Ai ), i ∈ N)

are mutually absolutely continuous. We leave this as an open problem.
The rest of this paper is structured as follows. In Section 2, we introduce some standard

terminology and then describe the depth-first exploration which we use in order to understand
the directed graph �G(n,p). A key role is played by a particular class of edges known as back
edges, and we discuss back edges in both the discrete and continuum settings in Section 3.
In Section 4, we prove some useful properties of the scaling limit C. Section 5 contains the
proof of Theorem 1.3. In Section 6, we prove the further properties of the scaling limit which
were mentioned immediately after the main theorem.

2. Some graph theory.

2.1. Basic terminology. We recall here some elementary graph theoretic terminology
which we will use throughout the paper.

Directed graphs and strongly connected components. Let �G be a directed graph. For a
directed edge (x, y) of �G, we say that x is the tail of the edge and y is its head. For two
vertices x and y, we also say that x is a parent of y (and y is a child of x) if there is an edge
from x to y, and that x is an ancestor of y (and y is a descendant of x) if there is a directed
path from x to y.

A directed graph �G is strongly connected if for every pair {u, v} of distinct vertices of �G
there exists a directed path from u to v and a directed path from v to u. For a general directed
graph �G, its strongly connected components are the maximal strongly connected subgraphs.
The strongly connected components partition the vertex set but note that, unlike for undi-
rected graphs, edges of �G may lead from one strongly connected component to another.

Trees and plane trees. A discrete tree is a connected undirected graph T with no cycles.
For two vertices x and y in T , we write [[x, y]] for the unique path between x and y. Our
trees will often be rooted at a specified vertex ρ. This allows us to think of T as a directed
graph, by orienting all of its edges away from ρ. We write |T | for the size of the vertex set of
T and ‖T ‖ for the height of T , that is, the largest distance between ρ and another vertex.

A planar ordering, also known as topological sort, of a rooted tree T is any total order >

on its vertex set such that every directed edge (u, v) of T is increasing, in the sense that v > u

(decreasing edges are defined similarly). A rooted plane tree is then a rooted tree endowed
with a planar ordering.

Directed multigraphs. Recall the definition of a directed multigraph from the Introduction.
Directed multigraphs have the same notion of ancestor and descendant as directed graphs,
and have strongly connected components in the same way. Note that the loop is strongly
connected. The excess of a strongly connected directed multigraph (V ,E, r) is defined to be
|V | − |E|. If the excess is strictly positive then we say that the multigraph is complex.

2.2. The exploration process. The strongly connected components of any directed graph
can be found in time which is linear in the sum of the sizes of the vertex and edge sets.
Several linear-time algorithms, including Tarjan’s algorithm [23] and the so-called path-based
algorithms (see [8] for an example), rely on a depth-first search, that is, a procedure which
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consists in exploring the graph in such a way that, after we visit a vertex, we visit all of its
as-yet unseen descendants before backtracking. Broadly speaking, as we traverse the graph,
some information is kept in the form of a stack, which allows us to determine the strongly
connected components.

For our study of �G(n,p), we use a variant of these ideas to give a simple algorithm which
does not directly yield the strongly connected components, but instead gives a specific plane
spanning forest which will be a key part of the structure of the strongly connected compo-
nents. In order to find our spanning forest, we use the now-standard ordered depth-first search
exposed, for example, in [2], but with the modification that we only allow ourselves to follow
edges in the direction of their orientation. The standard ordering on the vertex set [n] is used
to induce a planar ordering on the out-neighbours of a vertex. Let us give a precise definition
of the construction and, along the way, remind the reader of the depth-first exploration for
undirected graphs. Let �G (resp. G) be any directed graph (resp. undirected graph) on [n].
Inductively on i ∈ {0, . . . , n}, we define an ordered list Oi of open vertices (the stack) which
have been seen but not yet explored, and a set Ei of explored vertices:

• i = 0: let O0 = (1) and E0 = ∅.
• Induction step: given Oi and Ei , let vi be the first vertex of Oi and let Ei+1 = Ei ∪ {vi}. Let
Ni be the set of out-neighbours (resp. neighbours) of vi which are not in Oi ∪Ei . Construct
Oi+1 by removing vi from Oi , and adding in the elements of Ni in increasing order, so that
the smallest element of Ni is now at the start of Oi+1. If, however, this leads to Oi+1 = ∅,
then add to it the smallest element of {1, . . . , n} \ Ei+1.

This procedure builds a directed spanning forest F �G of �G, by saying that two vertices x

and y are linked by an edge from x to y if there exists i for which x = vi and y ∈ Ni . This
is illustrated in Figure 2, for the graph given by Figure 1. We call F �G the forward depth-first

forest of �G.
We also obtain a total order of [n], given by (v0, . . . , vn−1), which is a planar ordering of

F �G, in the sense that it is a topological sort of each of its trees and it also functions as a total
order on the set formed by the trees. We write vi ≺ vj iff i < j . The edges of �G may now
be partitioned into two categories: the forward edges, which are increasing for this order, and
the back edges, which are decreasing. The forward edges can themselves also be separated
into two sets: those which are edges of F �G, and those which are not, which we call surplus
edges. (In the case of the undirected graph G, we still get a forest FG, but all edges of G are
either part of the forest or are surplus edges.)

The combination of forward edges and back edges is what creates the strongly connected
components of �G. Notice in particular that, since there are no forward edges going between
different trees of F �G, each strongly connected component lies within a single such tree. More-
over, since strongly connected components are made of cycles, any strongly connected com-
ponent with at least two vertices must contain at least one forward and one back edge. We call
an ancestral back edge one which goes from a vertex to one of its ancestors. See Figure 2 for
an illustration. The ancestral back edges will play a particularly important role in the sequel.

LEMMA 2.1. Each strongly connected component contains either a surplus edge or an
ancestral back edge.

PROOF. Suppose there are no surplus edges. Any strongly connected component has at
least element x0 for the depth-first ordering. Then the vertex x0 can only have in-edges from
vertices which are later in the ordering, and must have at least one such. Take the smallest of
these, namely the edge (x1, x0) with the smallest x1 for the ordering. There must be a path
from x0 to x1. We claim that this path can use only forward edges of the tree. Suppose not.
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FIG. 2. The planar embedding of the exploration forest of the graph in Figure 1. Surplus edges and back
edges are then dotted, and respectively straight and curved. Notice that there are back edges of both kinds: an-
cestral, such as (6,3), and nonancestral, such as (14,6). The strongly connected components have vertex sets
{3,6,8,9,14,16}, {1,2,5,17}, {7,11}, {4}, {10}, {12}, {13} and {15}.

Then x1 does not belong to the subtree rooted at x0. But then any path from x0 to x1 must
use at least one surplus edge, which contradicts the assumption that there are none. It follows
that x0 is an ancestor of x1, and so the edge (x1, x0) is ancestral. �

We deduce from this a useful bound: the number of strongly connected components of �G
is smaller than the sum of its numbers of surplus edges and ancestral back edges.

Note that the surplus edges of G are taken from the set of edges permitted by F �G, which
are the pairs (u, v) such that there exists i such that u and v are both in Oi . In this case, v is
a sibling of an ancestor of u which occurs later in the planar ordering.1 In fact, given F �G, we
can add or remove any permitted edge to �G, and this will not change F �G. The same holds true
for back edges. Thus, conditionally on F �G(n,p)

, the permitted surplus edges and back edges

of �G(n,p) appear independently with probability p. This leads to the following proposition,
which allows us to relate �G(n,p) to G(n,p) by their explorations.

PROPOSITION 2.2. For any directed graph �G on [n] we call �Gfwd the undirected graph
obtained by removing the back edges of �G and keeping the forward edges, but ignoring their
orientation. We then have the following:

1. F �G(n,p)

(d)= FG(n,p)

2. ( �G(n,p))fwd
(d)= G(n,p)

3. One can couple G(n,p) and �G(n,p) in the following way: first sample G(n,p), which
creates in particular a depth-first ordering on {1, . . . , n}. Then let ( �G(n,p))fwd = G(n,p),
and add to it each of the possible back edges (vi, vj ) for j < i independently with probability
p.

PROOF. The proof of the first statement is straightforward by induction: notice that, in
the explorations of both �G(n,p) and G(n,p), for all i, given Oi and Ei , the neighbourhood

1Note also that F �G determines the exploration process fully, so defining the permitted edges using the Oi is
unambiguous.
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Ni contains each element of {1, . . . , n} \ (Oi ∪ Ei) independently with probability p. Thus,
each step of the forward exploration of �G(n,p) has the same distribution as the corresponding
step of the depth-first exploration of G(n,p), and in particular the forests they build have the
same distribution.

The second statement is obtained by observing that, both for �G(n,p) and G(n,p), given
the exploration forest, each permitted surplus edge is present independently with probability
p. Similarly, the third statement follows from the fact that, given �Gfwd(n,p), each back edge
is present independently with probability p. �

This proposition motivates the study of a process which adds back edges to trees. The next
section will formalise this, especially for the continuum trees which arise in the scaling limit
of G(n,1/n + λn−4/3).

3. Back edges on discrete and continuum trees. We show that, when considering a
plane tree with additional back edges, we can safely ignore a portion of the back edges and
keep the same strongly connected components. We then adapt this idea to give a procedure
for building a random finite set of backward identifications on a continuum tree, which is
how C will be built.

3.1. The discrete case. Let T = (V (T ),E(T )) be a finite rooted plane tree, with root ρ

and |V (T )| = n. We think of T as a directed graph, by orienting all the edges away from ρ.
Let us write (v0, v1, . . . , vn−1) for the vertices of T listed in the depth-first order explained
in Section 2.2. Recall that for two vertices x and y of T , [[x, y]] is the path between x and y.

Consider a set B of additional edges between elements of V (T ) which go backwards for
the depth-first order, so that any element of B is of the form (vi, vj ) with vj ≺ vi (i.e. j < i).
Such an edge is called ancestral if vj is an ancestor of vi in T . It is useful to have an ordering
on the elements of B , and we do this by declaring that (vi, vj ) ≺ (vk, vl) if i < k or if i = k

and j < l. (This is just the lexicographic ordering on the pairs of indices (i, j) and (k, l).)
Note that the elements of B are thus listed in the order in which we would encounter them
when performing a depth-first search of the directed graph (V (T ),E(T ) ∪ B).

We now extract a subset B∗ = {(xi, yi), i ≤ N} of B inductively as follows (as illustrated
in Figure 3).

• Let (x1, y1) be the first ancestral back edge in B .
• Assume that we are now given (xj , yj ) for j ≤ i. For x ∈ V (T ) such that x � xi , define

T (i, x) = ⋃i
j=1[[ρ,xj ]] ∪ [[ρ,x]]. Let (xi+1, yi+1) be the smallest element (x, y) of B \

{(xj , yj ), j ∈ {1, . . . , i}} such that y ∈ T (i, x). If there is no such element, then we end the
procedure, and set N = i.

Observe that all of the ancestral edges in B are elements of B∗, since if (x, y) is ancestral
then y ∈ [[ρ,x]]. Moreover, notice that, in the inductive part of the definition of B∗, we could
equivalently have defined (xi+1, yi+1) to be the smallest element (x, y) of B \ {(xj , yj ), j ∈
{1, . . . , i}} which is either ancestral or such that there is a directed path from y towards an
ancestral back edge. This implies that B∗ is exactly the set of back edges which are either
themselves ancestral, or which lead to ancestral back edges.

PROPOSITION 3.1. Let X be the directed graph obtained by taking T (with edges di-
rected away from ρ) and adding all the edges of B . Let X∗ be the subgraph of X where we
remove any element of B that is not in B∗. Then X and X∗ have the same strongly connected
components.
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FIG. 3. The construction of Section 3.1 applied to the second tree of Figure 2. Notice that the two topmost back
edges are not contained in a strongly connected component, and they are not of the form (xi , yi).

PROOF. Let (x, y) be an element of B which is in a strongly connected component of
X. We want to prove that it is in B∗. Since there are no surplus edges, by Lemma 2.1, the
strongly connected component must contain an ancestral back edge. Thus, it is possible to
reach that ancestral edge starting from y and following edges of X. Hence, (x, y) is in B∗. It
follows that X and X∗ have the same strongly connected components. �

This seemingly innocuous lemma is, in fact, a key tool for us. Indeed, if T is taken to be
a large tree of F �G(n,p)

(meaning it has size of order n2/3), and B is the set of back edges of
�G(n,p) which join elements of T , then B has size of order n1/3. However, as we will see
later, the number of back edges in X∗ remains of order 1, and in fact the (xi, yi) will, in the
scaling limit, converge to continuous analogues. This means that the reduction from X to X∗,
while not changing the strongly connected components, allows us to ignore the majority of
the back edges at no cost. (Let us emphasise, however, that in general there are back-edges in
X∗ which are not contained in any strongly connected component.)

3.2. The continuum case.

3.2.1. R-trees and notation. We recall here some basic terminology about R-trees; more
information concerning their use in probability may be found in the survey paper [16]. An
R-tree is any metric space (T , d) such that:

• For all x, y ∈ T , there exists a unique distance-preserving map φx,y from [0, d(x, y)] into
T such φx,y(0) = x and φx,y(d(x, y)) = y. We write [[x, y]] for the image of φx,y .

• For all continuous and one-to-one functions c: [0,1] → T , we have
c([0,1]) = [[c(0), c(1)]].

Our R-trees will typically be rooted, which means we distinguish a point of T called the root,
usually denoted ρ. For x, y ∈ T , we say that x is an ancestor of y, or that y is a descendant of
x, if x ∈ [[ρ,y]], and we call the point x ∧y such that [[ρ,x]]∩ [[ρ,y]] = [[ρ,x ∧y]] the most
recent common ancestor of x and y. The degree of a point x ∈ T is the number of connected
components of T \ {x}. If x has degree 1 we call it a leaf. The height ‖T ‖ of T is the largest
distance from ρ to another point.



THE SCALING LIMIT OF A CRITICAL RANDOM DIRECTED GRAPH 2033

The R-trees we encounter will all be encoded by functions. For σ ∈ (0,∞), a function
f : [0, σ ] → R+ is called an excursion function if it is continuous and f (x) = 0 if and only
if x = 0 or σ . Let f̂ : [0, σ ]2 → R+ be defined by f̂ (x, y) = mins∈[x∧y,x∨y] f (s). Then f

encodes a pseudo-distance df on [0, σ ], defined by df (x, y) = f (x) + f (y) − 2f̂ (x, y), and
an R-tree Tf , defined by

Tf = [0, σ ]/{df = 0}.
The natural projection from [0, σ ] to Tf will be called pf , and we let the root of Tf be
pf (0) = pf (σ ). Tf also inherits a natural total order from [0, σ ] which we call the planar
order.

In the sequel, we will assume that the functions f we consider have unique local minima.
Under this assumption, the resulting R-tree Tf is binary (meaning its points all have degree at
most 3). We also assume that the push-forward of the Lebesgue measure on [0, σ ] onto Tf via
pf is concentrated on the leaves so that, in particular, if U is uniform on [0, σ ] then pf (U)

is a leaf with probability 1. These properties hold almost surely for the random excursion
functions we will use in Section 4.2.

3.2.2. Constructing the identifications. We now describe a random process which will
give us a finite number of point identifications which go backward for this planar ordering:
pairs of points of the form (x, y) with x > y for the planar ordering and an “arrow with zero
length” pointing from x to y. This is illustrated informally in Figure 4. Specifically, we will
define times (si, i ∈ {1, . . . ,N}) in [0, σ ], their projections xi = pf (si) and points yi such
that yi is in the subtree Ti = ⋃i

j=1[[ρ,xj ]].
We start with the base case i = 1. Let s1 be the first point of a Poisson point process on

[0, σ ] with intensity f (x) dx, and x1 = pf (s1). Then let y1 be a uniform random point on the
segment [[ρ,x1]]. If the Poisson point process has no points on [0, σ ], we let N = 0.

Now let us assume that (sj , xj , yj ) have been built for j ∈ {1, . . . , i}. For t ∈ [si, σ ], con-
sider the subtree Ti (t) = Ti ∪ [[ρ,pf (t)]] and its length �i(t). Then, straightforwardly,

�i(t) =
i∑

j=1

(
f (sj ) − f̂ (sj−1, sj )

) + f (t) − f̂ (t, si).(2)

Now let si+1 be the first arrival time of an independent Poisson point process on [si, σ ] of
intensity �i(t) dt , let xi+1 = pf (si+1), and let yi+1 be uniform on the finite length space
Ti (si), independently of everything else. If the Poisson point process has no points, we let
N = i.

Observe that we necessarily have s1 ≤ s2 ≤ · · · ≤ σ (so that, in particular, the first back
edge in the planar ordering is always ancestral). It is, however, in principle possible for the
sequence (si)k≥1 to accumulate, with the consequence that there are infinitely many back
edges. In that case, we set N = ∞. However, this in fact occurs with probability 0. Indeed,
by (2), we have that �i(t) ≤ (i + 1)‖f ‖, with ‖ · ‖ denoting the usual supremum norm. Thus,
for all i ∈N and t ≥ 0,

P[N ≥ i and si − si−1 ≤ t | N ≥ i − 1] ≤ P[Ei ≤ t],
where (Ei, i ∈ N) are independent exponential variables with respective parameters (i‖f ‖,
i ∈ N), and s0 = 0 by convention. Hence we also have

P[N = ∞] = P

[
N = ∞ and sup

i∈N
si ≤ σ

]
≤ P

[ ∞∑
i=1

Ei ≤ σ

]
.
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FIG. 4. Some identifications on a tree. Lengths of the segments are represented by a, . . . , t for the next figures.

However,
∑∞

i=1 Ei = ∞ a.s. by the divergence of the harmonic series and standard prop-
erties of sums of exponential variables (see, e.g., Theorem 2.3.2 of [20]), and so the above
probability is 0.

We end this section with two elementary technical points.

LEMMA 3.2. The joint distribution of N and the (si, i ≤ N) can be written explicitly as

P[N = n, si ∈ dti ∀i ≤ n]

=
n∏

k=1

(
k∑

i=1

(
f (ti) − f̂ (ti−1, ti)

))

× exp

(
−

∫ σ

0

(
f (t) − f̂ (tI (t), t) +

I (t)∑
i=1

(
f (ti) − f̂ (ti−1, ti)

))
dt

)
dt1 . . . dtn,

where t0 = 0 and, for t ∈ [0, σ ], I (t) = max{i : ti < t}.
REMARK 3.3. It will at times be convenient to consider the pairs (xi, yi) which are

ancestral, that is, such that yi is an ancestor of xi . Thus we let ((xa
i , ya

i ), i ≤ Na) be those
pairs, and (sa

i , i ≤ Na) the corresponding times in [0, σ ]. Note that these are the points of a
Poisson point process with intensity f (x) dx on [0, σ ]. In particular, Na is a Poisson variable
with parameter

∫ σ
0 f (t) dt , and conditionally on Na = 1, the time sa

1 has density proportional
to f on [0, σ ].

On the other hand, if we let ((xb
i , yb

i ), i ≤ Nb) be the pairs which are not ancestral, then
the corresponding times (sb

i , i ≤ Nb) can, conditionally on (sa
i , i ≤ Na), also be seen as the

points of a Poisson point process. We will not need this full description, but the following
expression will be useful:

P
[
Nb = 0 | Na = 1, sa

1
] = exp

(
−

∫ σ

sa
1

(
f (t) − f̂

(
sa

1 , t
))

dt

)
.

3.2.3. The resulting strongly connected components. Let T mk
f = TN be the subtree

spanned by the root and the marked leaves, and quotient it by the equivalence relation ∼
which identifies xi and yi for i ∈ {1, . . . ,N}, to obtain a rooted metric space

Mf = T mk
f / ∼ .
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Since T mk
f has only finitely many leaves, we may also view Mf as a finite rooted directed

multigraph Mf whose edges are endowed with lengths: the vertices of Mf are the images
of the (yi) and of the branchpoints of Tf , and the directions are inherited from T mk

f (which
we always think of as having edges directed away from the root). We observe that, with the
exception of the root (which can be a leaf), the vertices of Mf all have degree at least 3. Now
remove all edges which do not lie in a strongly connected component of Mf and delete any
isolated vertices thus created. This yields a collection of strongly connected components of
minimum degree 2. If there remain vertices of degree precisely two, we repeatedly apply the
following merging operation. Pick an arbitrary vertex of degree 2 and merge its two incident
edges as long as they are different edges, summing their lengths. This yields a collection Cf

of strongly connected MDMs, as illustrated in Figure 5.

4. The scaling limit.

4.1. Excursions of Brownian motion with parabolic drift. Let (W(t), t ≥ 0) be a standard
Brownian motion. For λ ∈ R and t ≥ 0, let Wλ(t) = W(t) + λt − t2/2 and let Wλ(t) =
inf0≤s≤t W

λ(s). Let Bλ(t) = Wλ(t) − Wλ(t), and let �λ be the set of excursions of Bλ. For
an excursion γ ∈ �λ, let |γ | denote its length.

FIG. 5. A representation of Mf obtained from the identifications given in Figure 4, and the resulting strongly
connected components.
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PROPOSITION 4.1.

1. For α ∈ {2,3}, we have E[∑γ∈�λ |γ |α] < ∞.
2.

∑
γ∈�λ |γ |3/2 = ∞ a.s.

The α = 2 case of the first statement is Lemma 25 of Aldous [3], which we extend here to
α = 3. (Our method of proof also works for all α > 3/2 but we omit the details for the sake
of brevity.) We first need a standard result on moments of hitting times of Brownian motion
with constant drift.

LEMMA 4.2. For μ > 0 and b > 0, let T (b,μ) = inf{t ≥ 0 : W(t) − μt = −b}. Then we
have

E
[
T (b,μ)

] = b

μ
and E

[(
T (b,μ)

)2] = b(1 + bμ)

μ3 .

PROOF. The Laplace transform of T (b,μ) is given by

E
[
e−θT (b,μ)] = exp

(
bμ − b

√
μ2 + 2θ

)
, θ > 0,

(see, e.g., Exercise 5.10 in Chapter 3 of [13]) and the first two moments of T (b,μ) follow
from differentiating twice. �

PROOF OF PROPOSITION 4.1 (STATEMENT 1). We adapt the proof of Lemma 25 of
Aldous [3]. The time-interval [0,∞) may be split into the union of a countable collection
of open intervals during each of which the reflected Brownian motion with drift Bλ is away
from zero (the excursion intervals), and the complementary set of times (when the process
is at 0), which has zero Lebesgue measure. (For a careful proof of these excursion-theoretic
facts, see Section 3.2 of Goldschmidt and Conchon–Kerjan [5].) Let γ be an excursion of
Bλ, and let l and r be its endpoints. We have

|γ |3 = 3
∫ r

l
(r − t)2 dt.

For t ≥ 0, write Ht = min{s > 0 : Bλ(t + s) = 0}. Then we have∑
γ∈�λ

|γ |3 = 3
∫ ∞

0
H 2

t dt

and so we only need to prove that
∫ ∞

0 E[H 2
t ]dt < ∞. To do this we split the integral into∫ τ

0 E[H 2
t ]dt and

∫ ∞
τ E[H 2

t ]dt where τ = max(0,2λ + 1).
For t > max(0, λ) and s ≥ 0, we have λs − (t + s)2/2 + t2/2 ≤ (λ − t)s. Thus, condition-

ally on Bλ(t), the process (Bλ(t + s), s ≥ 0) may, until it hits 0, be coupled with a Brownian
motion with initial value Bλ(t) and drift λ − t , in such a way that the latter is larger than or
equal to the former. Hence Ht is stochastically dominated by T (Bλ(t), t −λ), which leads to

E
[
Ht | Bλ(t)

] ≤ Bλ(t)

t − λ
and E

[
(Ht )

2 | Bλ(t)
] ≤ Bλ(t)(1 + (t − λ)Bλ(t))

(t − λ)3 .

In particular, we have∫ ∞
τ

E
[
H 2

t

]
dt ≤

∫ ∞
τ

E[Bλ(t)] + (t − λ)E[(Bλ(t))2]
(t − λ)3 dt.

However, it is also established in the proof of Lemma 25 of [3] that, for t > 2λ, the random
variable Bλ(t) is stochastically dominated by an exponential random variable with parameter
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t −2λ, implying that E[Bλ(t)] ≤ 1/(t −2λ) and E[(Bλ(t))2] ≤ 2/(t −2λ)2. In consequence,∫ ∞
τ E[H 2

t ]dt < ∞.
To bound

∫ τ
0 E[H 2

t ]dt , notice that we have Ht ≤ τ − t + Hτ ≤ τ + Hτ for t ≤ τ . Hence,

E
[
H 2

t

] ≤ τ 2 + 2τE[Hτ ] +E
[
H 2

τ

]
< ∞

≤ τ 2 + 2τ
E[Bλ(τ)]

τ − λ
+ E[Bλ(τ)]

(τ − λ)3 + E[(Bλ(τ ))2]
(τ − λ)2 ,

and this uniform upper bound is finite since Bλ(τ) is stochastically dominated by an ex-
ponential variable which has moments of all orders. It follows that we do indeed have∫ τ

0 E[H 2
t ]dt < ∞. �

The second statement in Proposition 4.1 also requires a preliminary lemma, which allows
us to work directly with Bλ instead of powers of its excursion lengths.

LEMMA 4.3. If
∫ ∞

0 Bλ(t) dt = ∞ a.s. then
∑

γ∈�λ |γ |3/2 = ∞ a.s.

PROOF. Let (σ1, σ2, . . .) be the lengths of the excursions of Bλ listed in decreasing order,
and let ẽ1, ẽ2, . . . be the excursions themselves, so that∫ ∞

0
Bλ(t) dt = ∑

i≥1

∫ σi

0
ẽi (x) dx.

Now, we have by [2], Section 5, that ẽi
d= ẽ(σi) for i ≥ 1, and the excursions (ẽi , i ≥ 1) are

conditionally independent given their lengths. Moreover, calling e a normalised Brownian
excursion, we have using Brownian scaling

E

[∫ s

0
ẽ(s)(x) dx

]
= s3/2E[∫ 1

0 e(x) dx exp(s3/2 ∫ 1
0 e(x) dx)]

E[exp(s3/2
∫ 1

0 e(x) dx)] ∼
s→0

s3/2
E

[∫ 1

0
e(x) dx

]
.

It follows that, almost surely

E

[∑
i≥1

∫ σi

0
ẽi (x) dx|(σj )j≥1

]
= ∑

i≥1

E

[∫ σi

0
ẽ(σi)(x) dx|σi

]
< ∞

if and only if ∑
i≥1

σ
3/2
i E

[∫ 1

0
e(x) du

]
< ∞,

which itself occurs if and only if
∑

i≥1 σ
3/2
i < ∞. But by assumption we have

∫ ∞
0 Bλ(t) dt =

∞ a.s., and so
∑

γ∈�λ |γ |3/2 = ∑
i≥1 σ

3/2
i = ∞ a.s. �

The proof of the second statement in Proposition 4.1 is due to Éric Brunet.

PROOF OF PROPOSITION 4.1 (STATEMENT 2). Recall that

Wλ(t) = W(t) + λt − t2/2,

Wλ(t) = inf0≤s≤t W
λ(s) and Bλ(t) = Wλ(t)−Wλ(t). By Lemma 4.3, it is sufficient to show

that
∫ ∞

0 Bλ(t) dt = ∞ a.s. We will construct a lower bound for Bλ, built on the same proba-
bility space, whose integral we can more easily show to be infinite.
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Let (Z(t), t ≥ 0) be defined by Z(0) = 0 and

dZ(t) = dW(t) −
(

3t + Z(t)

t

)
dt.

Now define θ :R+ →R+ by θ(s) = (3s)1/3 and let

Y(s) = θ(s)Z
(
θ(s)

)
.

Then some stochastic calculus gives that

dY (s)

= θ ′(s)Z
(
θ(s)

) + θ(s)

(
dW

(
θ(s)

) −
(

3θ(s) + Z(θ(s))

θ(s)

))
θ ′(s) ds + d

〈
θ(·),Z(

θ(·))〉s
= θ(s) dW

(
θ(s)

) − 3ds.

Note that the first equality used Itô’s lemma and the second used (θ ′(s))2θ(s) = 1 as well as
d〈θ(·),Z(θ(·))〉s = 0. Again since (θ ′(s))2θ(s) = 1, by the Dubins–Schwarz theorem ([22],
Theorem 1.6) we get that

W̃ (s) :=
∫ s

0
θ(r) dW

(
θ(r)

)
is a standard Brownian motion and so Y is a Brownian motion with drift −3:

Y(s) = W̃ (s) − 3s, s ≥ 0.

As a consequence, there exists a random time S1 ≥ 0 such that, for all s ≥ S1,

−9

2
s < Y(s) < 0.

Letting T1 = θ(S1), since θ−1(t) = t3/3, we get

−3

2
t2 < Z(t) < 0

for t ≥ T1. In particular, for t ≥ T1 ∨ 2|λ|, we have the following bounds on the drift term in
the SDE defining Z:

−
(

3t + Z(t)

t

)
≤ −3

2
t ≤ λ − t.

Using the fact that Z and Wλ are constructed from the same Brownian motion W , we get that
after time T2 := T1 ∨ 2|λ|, Z has smaller increments than Wλ.

Now choose a time T3 > T2 large enough such that the minima of Z and Wλ on [0, T3]
are both attained after T2. Then, for t ≥ T3, the minimum of Wλ on [0, t] is attained at some
u ∈ [T2, t], and so

Bλ(t) = Wλ(t) − inf
u∈[T2,t]

Wλ(u) = sup
u∈[T2,t]

(
Wλ(t) − Wλ(u)

) ≥ sup
u∈[T2,t]

(
Z(t) − Z(u)

)
≥ Z(t) − Z(t),

where Z is the running infimum of Z. Moreover, using the fact that Y(s) < 0 for s ≥ S1, we
get

Z(t) − Z(t) = 1

t
Y

(
t3/3

) − inf
u∈[T2,t]

1

u
Y

(
u3/3

)
≥ 1

t
Y

(
t3/3

) − 1

t
inf

u∈[T2,t]
Y

(
u3/3

) = 1

t

(
Y

(
t3/3

) − Y
(
t3/3

))
,
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where Y is the running infimum of Y . This yields Bλ(t) ≥ 1
t
(Y (t3/3) − Y (t3/3)) for t ≥ T3.

In particular,∫ ∞
0

Bλ(t) dt ≥
∫ ∞
T3

(
Y

(
t3/3

) − Y
(
t3/3

))dt

t
=

∫ ∞
1
3 T 3

3

(
Y(s) − Y (s)

)ds

3s
.

We now show that the final integral is infinite. Observe that the reflected drifting Brow-
nian motion Y − Y is a positive recurrent Markov process, its stationary distribution being
exponential with parameter 6 (see, e.g., p. 94 of Harrison [11]). In particular, the sets of times
at which it is above 2 and below 1 are both unbounded, and we can define two sequences
(τn)n≥0 and (ηn)n≥1 of stopping times as follows. Let τ0 = 1

3T 3
3 and then, for n ≥ 1,

ηn = inf
{
s > τn−1 : Y(s) − Y(s) > 2

}
,

τn = inf
{
s > ηn : Y(s) − Y (s) < 1

}
.

On a downcrossing interval [ηn, τn], we trivially have Y(s) − Y (s) ≥ 1, so∫ ∞
1
3 T 3

3

(
Y(s) − Y(s)

)ds

s
≥

∞∑
n=1

(τn − ηn)

τn

.

By the strong Markov property, we have that {τn − τn−1 : n ≥ 2} are i.i.d., and their expecta-
tion is finite by the aforementioned positive recurrence of Y − Y . The law of large numbers
then implies that, as n → ∞,

τn

n
→ E[τ2 − τ1] < ∞ a.s.

We also have that {τn − ηn : n ≥ 2} are i.i.d. and so
∑

n≥1(τn − ηn)/n diverges a.s. It follows
that ∑

n≥1

(τn − ηn)

τn

= ∞ a.s.
�

4.2. Bounds for a single tree. Let σ > 0. We now let f = 2ẽ(σ ) be twice a tilted Brownian
excursion with length σ , whose distribution is determined by

E
[
g
(
ẽ(σ ))] = E[g(

√
σe(·/σ)) exp(σ 3/2 ∫ 1

0 e(x) dx)]
E[exp(σ 3/2

∫ 1
0 e(x) dx)] ,

for any nonnegative measurable function g, where e is a standard Brownian excursion. The
choice is guided by the fact mentioned in the Introduction, that these functions (including
the factor 2) encode the limiting continuum random trees in which we are interested. We
perform the construction detailed in Section 3.2, defining the R-tree Tσ (we now replace the
subscript f by σ since henceforth all of our coding functions will be of this type), performing
Nσ identifications, Na

σ of them being ancestral and Nb
σ being nonancestral, and thus build

the MDM Mσ . The following proposition will enable us to control the number of strongly
connected components of Mσ .

PROPOSITION 4.4. Let c = E[∫ 1
0 e(t) dt] = F ′(0) where F(z) = E[ez

∫ 1
0 e(t) dt ] is the mo-

ment generating function of the Airy distribution, which is an entire function [12]. We have
the following asymptotics: as σ → 0:

1. P[Na
σ = 0] = 1 − 2cσ 3/2 + O(σ 3)

2. P[Na
σ = 1,Nb

σ = 0] = 2cσ 3/2 + O(σ 3)

3. P[Na
σ ≥ 2 or Nb

σ ≥ 1] = O(σ 3).
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Moreover,

4. supσ>0 σ−3
E[Na

σ 1{Na
σ ≥2}] < ∞.

PROOF. Instead of working with ẽ(σ ), we express the probabilities in terms of a standard
Brownian excursion e and its area A= ∫ 1

0 e(t) dt . For 1, recall that, conditionally on ẽ(σ ), we
have that Na

σ has a Poisson distribution with parameter
∫ σ

0 2ẽ(σ )(x) dx. Therefore,

P
[
Na

σ = 0
] = E[e−σ 3/2 ∫ 1

0 2e(t) dt eσ 3/2 ∫ 1
0 e(t) dt ]

E[eσ 3/2
∫ 1

0 e(t) dt ]
= F(−σ 3/2)

F (σ 3/2)
= 1 − 2cσ 3/2 + O

(
σ 3)

.

We begin the proofs of 2 and 3 by computing

P
[
Na

σ = 1
] = E[2σ 3/2Ae−σ 3/2A]

E[eσ 3/2A] = 2σ 3/2F ′(−σ 3/2)

F (σ 3/2)
= 2σ 3/2(c + O(σ 3/2))

1 + O(σ 3/2)

= 2cσ 3/2 + O
(
σ 3)

.

Next, recalling Remark 3.3, we write

P
[
Na

σ = 1,Nb
σ = 0

]
= E

[
e−2

∫ σ
0 ẽ(σ )(t) dt

∫ σ

0
2ẽ(σ )(x) exp

(
−

∫ 1

x
2
(
ẽ(σ )(y) − ˆ̃e(σ )(x, y)

)
dy

)
dx

]

= 1

E[eσ 3/2A]E
[
e−σ 3/2Aσ 3/2

∫ 1

0
2e(x) exp

(
−σ 3/2

∫ 1

x
2
(
e(y) − ê(x, y)

)
dy

)
dx

]
.

Using |1 − e−u| ≤ u for u ≥ 0, we obtain

P
[
Na

σ = 1
] − P

[
Na

σ = 1,Nb
σ = 0

] ≤ 4σ 3
E

[
e−σ 3/2A

∫ 1

0
e(x) dx

∫ 1

x

(
e(x) − ê(x, y)

)
dy

]

≤ 4σ 3
E

[∫ 1

0

(
e(x)

)2
dx

]
.

Now note that
∫ 1

0 (e(x))2 dx has finite expectation because it is smaller than (sup e)2, which
is indeed integrable (sup e has sub-Gaussian tails, see [15]). So the above quantity is O(σ 3).
This finishes the proof of 2 and 3.

Finally, since Na
σ is integer-valued, we have

E
[
Na

σ 1{Na
σ ≥2}

] = E
[
Na

σ

] − P
[
Na

σ = 1
]

= E[2σ 3/2Aeσ 3/2A]
E[eσ 3/2A] − P

[
Na

σ = 1
]

= 2σ 3/2(F ′(σ 3/2) − F ′(−σ 3/2))

F (σ 3/2)
.

This proves that E[Na
σ 1{Na

σ ≥2}] = O(σ 3) as σ → 0, but we also want the bound as σ tends to
infinity. To this end, we write

E
[
Na

σ 1{Na
σ ≥2}

] ≤ 2σ 3/2 F ′(σ 3/2)

F (σ 3/2)
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and simply aim to prove that F ′(x) = O(xF(x)) as x → ∞. Quoting [12], Section 7, we
have

F(x) =
∞∑

n=0

anx
n,

where

an ∼n→∞
3
√

2

(n − 1)!
(

n

12e

)n/2
.

The desired domination will follow from the fact that (n+1)an+1
an−1

(the ratio of the coefficients
of xn in F ′(x) and xF(x)) is uniformly bounded for n ≥ 1, which is true, since the sequence
in fact converges:

(n + 1)an+1

an−1
∼ n + 1

n(n − 1)

1

12e

(n + 1)(n+1)/2

(n − 1)(n−1)/2 ∼ 1

12e

(n + 1)n/2

(n − 1)n/2 → 1

12
.

This completes the proof. �

4.3. Some properties of the scaling limit. Let (σ1, σ2, . . .) be the lengths of the excursions
of Bλ, listed in decreasing order. For each i ≥ 1, let Di be an independent copy of Mσi

and
let D = ⋃∞

i=1 Di . We think of D as a countable MDM.

THEOREM 4.5.

1. The number of complex connected components of D has finite expectation.
2. The number of loops of D is a.s. infinite.

PROOF. We start with part 1. For each i ≥ 1, let Ki be the number of complex com-
ponents in Di . Each complex component contains at least one ancestral identification and
so Ki ≤ Na

σi
. Furthermore, if there is exactly one ancestral identification, there must also

be at least one which is nonancestral in order to obtain a complex component, so that
P[Ki = 1|σi] ≤ P[Na

σi
= 1,Nb

σi
≥ 1|σi] + P[Na

σi
≥ 2|σi]. Hence, by 3 and 4 from Proposi-

tion 4.4,

E[Ki |σi] = P[Ki = 1|σi] +E[Ki1Ki≥2|σi]
≤ P

[
Na

σi
= 1,Nb

σi
≥ 1|σi

] + P
[
Na

σi
≥ 2|σi

] +E
[
Na

σi
1{Na

σi
≥2} | σi

]
≤ Cσ 3

i

for some C > 0. Thus,

E

[ ∞∑
i=1

Ki

]
≤ CE

[ ∞∑
i=1

σ 3
i

]
< ∞.

For part 2, notice first that, since we now know that D has finitely many complex compo-
nents a.s., it is sufficient to show that there are infinitely many ancestral identifications, that
is, that

∑∞
i=1 Na

σi
= ∞ a.s. But since P[Na

σi
≥ 1|(σj , j ∈ N)] is asymptotically equivalent to

2cσ
3/2
i by Proposition 4.4, and Proposition 4.1 gives

∑
i σ

3/2
i = ∞ a.s., the claim follows

from an application of the Borel–Cantelli lemma. �

The following property of D is not surprising, but nonetheless requires proof.
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FIG. 6. For point 1, focusing on the second component, T2 contains the leaves x3, x4, x5, and the length of its
initial segment f (u2) − f (ρ2) is split by a Dirichlet(1,1,1) into (a, b, c). For 2, conditioning on ρ2 being in T1,
then this split is still Dirichlet(1,1,1).

PROPOSITION 4.6. The strongly connected components of D all have different lengths
a.s.

This follows straightforwardly from the following lemma, in which we work on a single
tree.

LEMMA 4.7. Let σ > 0.

1. For all x > 0, P[Mσ has a strongly connected component of length x] = 0.
2. P[Mσ has two strongly connected components with equal lengths] = 0.

PROOF. Let f = 2ẽ(σ ) be the excursion function encoding the tree Tσ from which Mσ is
obtained, let the selected leaves be (xi, i ∈ {1, . . . ,N}), and let C(σ )

1 , . . . ,C(σ )
K be the strongly

connected components of Mσ , listed in the order of appearance of their first elements in the
planar ordering of Tσ . For each k ∈ N, on the event where k ≤ K , let Ek = {i ∈ {1, . . . ,N} :
xi ∈ C(σ )

k } be the set of indices of the leaves implicated in the construction of the kth strongly
connected component, let uk be the most recent common ancestor of those leaves. Let ρk =
sup{x ∈ [[ρ,uk]] : x is a branchpoint and x /∈ C(σ )

k }, Tk = ⋃
i∈Ek

[[ρk, xi]], and finally let nk =
#{i ∈ Ek, yi ∈ [[ρk,uk]]}, be the number of heads along the line-segment separating ρk from
uk . Notice then that the length of C(σ )

k is exactly that of Tk , minus the initial part between ρk

and the first yi to be encountered. However, since the yi are chosen uniformly from the length
measure, this means that [[ρk,uk]] is split according to a Dirichlet distribution with nk + 1
components. More specifically, we have

len(Tk) − len
(
C(σ )

k

) = (
f (uk) − f (ρk)

)

k

1,

where, conditionally on nk , 
k
1 is the first component of a vector 
k = (
k

1, . . . ,

k
nk+1)

which has Dirichlet(1, . . . ,1) distribution. (See Figure 6 for an illustration.) Since Dirichlet
distributions have a density, we obtain

P
[
len

(
C(σ )

k

) = x | k ≤ K, len(Tk), f (uk), f (ρk), nk

] = 0,

and integrating and taking the union over all k gives us 1.
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To prove 2, consider two distinct integers k and l. If k ≤ K and l ≤ K , let

Ak = {
ρk /∈ C(σ )

l

}
and

Al = {
ρl /∈ C(σ )

k

}
.

Observe that P[Ak ∪ Al] = 1, since C(σ )
k and C(σ )

l do not intersect. Now, on the event Al , Tk

and Tl intersect either at point ρk or not at all, and we can still write

len(Tk) − len
(
C(σ )

k

) = (
f (uk) − f (ρk)

)

l

1,

where, conditionally on Tl , nk and the event Al , 
l
1 is the first component of a Dirichlet(1,

. . . ,1) vector. (Again see Figure 6.) This means that the length of C(σ )
k has a (conditional)

density, and integrating, we get

P
[
len

(
C(σ )

k

) = len
(
C(σ )

l

)|Al, k, l ≤ K
] = 0.

Symmetrising then yields that

P
[
len

(
C(σ )

k

) = len
(
C(σ )

l

)|k, l ≤ K
] = 0,

and taking a countable union yields 2. �

PROOF OF PROPOSITION 4.6. We label the strongly connected components of D in such
a way that, for i ∈ N, those which belong to Di are called Ci,1, . . . ,Ci,Ki

. Consider Ci,k and
Cj,l for i, j, k, l in N. We can assume i �= j as the case where i = j has already been treated.
Conditionally on the excursion lengths (σi, i ∈ N), Ci,k and Cj,l are independent and we have
P[len(Ci,k) = x] = 0 for all x > 0. Thus we have P[len(Ci,k) = len(Cj,l) | len(Cj,l)] = 0, and
integrating to remove the conditioning yields P[len(Ci,k) = len(Cj,l)] = 0. This completes the
proof. �

5. Convergence of the strongly connected components. For n ∈ N, let p = p(n) be
such that p = 1/n+λn−4/3 +o(n−4/3) as n → ∞. Recall that (Ci(n), i ∈ N) are the strongly
connected components of �G(n,p), listed in decreasing order of size (with ties broken by
using the increasing order of smallest vertex-label), where we treat isolated vertices as copies
of the loop of zero length, and additionally append infinitely many copies of the loop of zero
length. Let (Ci , i ∈ N) be the strongly connected components of D, listed in decreasing order
of length.

We restate the main theorem.
THEOREM 1.3. We have (

Ci(n)

n1/3 , i ∈ N

)
(d)−→ (Ci , i ∈ N)

with respect to the distance d defined by

d(A,B) =
∞∑
i=1

d �G(Ai,Bi),

for A,B ∈ �GN.
The aim of this section is to prove this theorem. We begin by discussing some topological

issues related to d �G . We then prove a series of preliminary results, before finally turning to
the proof of Theorem 1.3.
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5.1. The relationship between d �G and the Gromov–Hausdorff distance. Recall from the
Introduction the definition of metric directed multigraphs (MDMs), and that the distance
between two such objects X = (V ,E, r, �) and X′ = (V ′,E′, r ′, �′) is defined by

d �G
(
X,X′) = inf

(f,g)∈Isom(X,X′)
sup
e∈E

∣∣�(e) − �′(g(e)
)∣∣.

Elements of �G can also be viewed as metric spaces, by thinking of each edge with positive
length as a line segment, identifying vertices joined by edges with length 0, and forgetting
the orientation of the edges. This means that we can also compare them using the Gromov–
Hausdorff distance dGH (see Appendix A.1 for a short introduction). The resulting topology
is however weaker, as the following lemma shows.

LEMMA 5.1. For X ∈ �G and X′ ∈ �G, we have

dGH
(
X,X′) ≤ 1

2
|E|d �G

(
X,X′).

PROOF. If X and X′ do not have the same graph structure, then d �G(X,X′) = ∞ and the
statement holds trivially. If they do have the same graph structure then, up to applying an
optimal isomorphism (f, g), we can assume that they have the same vertex and edge sets,
that is, X = (V ,E, r, �) and X′ = (V ,E, r, �′), where the length assignments � and �′ are
such that supe∈E |�(e) − �′(e)| = d �G(X,X′). We let φ be the natural bijection from X to X′
when viewed as metric spaces, which acts identically on V and follows the edges “linearly”.
Viewing φ as a correspondence (see Appendix A.2), its distortion can be bounded above by∑

e∈E

∣∣�(e) − �′(e)
∣∣ ≤ |E| sup

e∈E

∣∣�(e) − �′(e)
∣∣ = |E|d �G

(
X,X′).

�

In the case of trees, it is possible to recover a convergence for d �G from a pointed Gromov–
Hausdorff convergence (see Appendix A.1 for a definition). (Variants of these ideas have been
used in several places in the literature, and we do not claim that the following proposition is
particularly novel. We have not, however, found a convenient reference.)

PROPOSITION 5.2. Fix k ∈N. For n ∈ N, let (Tn, n ∈N) (resp. T ) be R-trees with roots
ρn (resp. ρ) and k selected distinct leaves (xi,n,1 ≤ i ≤ k) (resp. (xi, i ≤ k)). Then let

T n =
k⋃

i=1

[[ρn, xi,n]]
be the subtree spanned by the k selected leaves and the root (and define T similarly). View it
as an element of �G by taking as vertices the root, the leaves, and all the branch points, orient-
ing each edge away from ρn (resp. ρ) and giving each edge the length of its corresponding
metric path.

Suppose that (Tn, ρn, x1,n, . . . , xk,n) converges to (T , ρ, x1, . . . xk) for the (k + 1)-pointed
Gromov–Hausdorff topology, and that T is binary. Then T n converges to T for d �G . Specif-

ically, T n and T are seen as elements of �G by taking as vertices their roots, leaves and
branchpoints and directing edges away from the root. The map which sends ρn to ρ and xi,n

to xi for each 1 ≤ i ≤ k then extends uniquely to a graph isomorphism, under which the
length of each edge in T n converges to that of the corresponding edge in T .

PROOF. For notational convenience, we let x0,n = ρn and x0 = ρ in the following proof.
The pointed Gromov–Hausdorff convergence which is assumed to hold in the statement of
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the proposition implies that, for any i and j in {0, . . . , k}, we have that d(xi,n, xj,n) converges
to d(xi, xj ) as n → ∞. Indeed, by taking a suitable embedding for each n, we can see that

d(xi, xj ) − 2η ≤ d(xi,n, xj,n) ≤ d(xi, xj ) + 2η

for any η > dGH((Tn, ρn, x1,n, . . . , xk,n), (T , ρ, x1, . . . xk)). Next, using the formula d(ρ, x ∧
y) = 1

2(d(ρ, x) + d(ρ, y) − d(x, y)) (which is valid in any R-tree), we see that these conver-
gences extend to distances of the form d(ρn, xi,n ∧ xj,n) and d(xi,n, xi,n ∧ xj,n).

We will now prove the proposition by induction, adding the leaves one by one. Specifically,
for l ≤ k, let T l

n and T l be the subtrees of Tn and T spanned by the root and the first l selected
leaves. We prove that the map mentioned at the end of the proposition, restricted to T l

n , gives
convergence in d �G , by induction on l.

The base case l = 1 is simple, since all of the trees we consider are just single line seg-
ments, and d(ρn, x1,n) converges to d(ρ, x1) as mentioned above. So let us now focus on the
induction step, and assume the proposition at rank l for some l ≤ k − 1. Observe then that we
only need to prove two things: first, that the new branchpoint of T l+1

n is, for n large enough,
added to the same edge as the new branchpoint of T l+1 and, second, that the height of this
branchpoint converges. Indeed, the first point will give the desired graph isomorphism, while
the second, combined with the convergence of d(ρn, xl+1,n), will give convergence of the
lengths of all the edges.

Let [[y, z]] be the edge of T l which contains the new branchpoint of T l+1, with y being an
ancestor of z. Since T is binary, this new branchpoint is equal to neither y nor z; let us call
it b. This implies that |d(xl+1, y) − d(xl+1, z)| = |d(y, b) − d(z, b)| < d(y, b) + d(b, z) =
d(y, z). Now, letting yn and zn be the points in T l

n corresponding to y and z respectively
through the graph isomorphism, and using that distances in T l

n converge to those in T l , we
have that |d(xl+1,n, yn)− d(xl+1,n, zn)| < d(yn, zn) for n sufficiently large. This implies that
the new branchpoint lies between yn and zn. (Indeed, if the new branchpoint did not lie in
[[yn, zn]], then we would have that the path from the new branchpoint to one of yn and zn

would need to traverse the whole edge [[yn, zn]] and then we would have |d(xl+1,n, yn) −
d(xl+1,n, zn)| = d(yn, zn).) Finally, by observing that this branchpoint can consistently be
written as xi,n ∧ xl+1,n, with i chosen such that xi is a descendant of y, our initial remark on
convergence of distances concludes the induction and the proof. �

Note that Proposition 5.2 fails if T̄ is not binary. Indeed, it would then be possible for T̄n

to never have the same graph structure, thus preventing the convergence for d �G .

PROPOSITION 5.3. If the connected components of an MDM X all have different total
lengths, and (Xn,n ∈ N) is a sequence which converges to X for d �G , then the strongly con-

nected components of Xn, listed in decreasing order of length and seen as elements of �G,
converge to those of X.

PROOF. Writing X = (V ,E, r, �), let (C1, . . . ,Ck) be the strongly connected compo-
nents of X, ordered by decreasing length. For n ∈ N large enough, one may assume we have
Xn = (V ,E, r, �n), where �n(Ci) → �(Ci) as n → ∞ for all i. In particular, for n large
enough, �n(Ci) is strictly decreasing in i, and so (C1, . . . ,Ck) is also the ordered sequence
of the strongly connected components of Xn, which completes the proof. �

5.2. The components originating from a single tree. The first part of the proof will consist
in proving the convergence of the components originating from a single tree. For m ∈ N, we
take a plane tree Tm which has the distribution of a tree component of F �G(n,p)

conditioned

to have size m. We are interested in m ∼ σn2/3 so that, in particular, we have mp2/3 → σ
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as m → ∞. From [2], up to an unimportant relabelling of the vertices, Tm has the same
distribution as a uniform random labelled tree on [m], biased by (1 − p)−a(Tm), where a(Tm)

is the number of permitted edges in Tm. We give this tree a planar embedding by rooting at
the vertex labelled 1 (we also refer to this root as ρm) and then simply using the increasing
order on the labels of the children of any vertex. Let Hm : {0, . . . ,m− 1} → Z+ be the height
function of Tm, such that Hm(i) is the height of the ith vertex in the planar order, starting with
Hm(0) = 0. We recall that ‖Tm‖ = max0≤i≤m−1 Hm(i) is the height of the tree Tm. Theorem
15 of [2] states that(

(m/σ)−1/2Hm(⌊
(m/σ)t

⌋)
,0 ≤ t ≤ σ

) (d)−→ (
2ẽ(σ )(t),0 ≤ t ≤ σ

)
(3)

uniformly as m → ∞. By Lemma A.2 this has the straightforward consequence that((
σ

m

)1/2
Tm,ρm

)
(d)−→ (Tσ , ρ)(4)

as m → ∞, for the 1-pointed Gromov–Hausdorff distance (see (19) for a definition).
As in Proposition 2.2, we include each of the

( m
2

)
possible back edges and a(Tm) possible

surplus edges independently with probability p, and let Xm be the resulting directed graph.
The aim of this section is to show that the rescaled strongly connected components of Xm

converge in distribution to those of Mσ . In order to do this, we will use the structure of back
edges outlined in Section 3.1. Specifically, let ((xi,m, yi,m),m ∈ N, i ≤ Nm) be the back edges
obtained with this procedure, and let X∗

m be the subgraph of Xm obtained by removing (a)
all surplus edges and (b) all back edges which are not of the above form. We will first show
that the strongly connected components of X∗

m converge in distribution to those of Mσ , and
then that Xm and X∗

m have the same strongly connected components with high probability.
In particular, we show that the surplus edges with high probability do not play any role in
creating the strongly connected components.

5.2.1. Convergence of the marked points. Our next step is to improve the convergence
of the rooted tree (( σ

m
)1/2Tm,ρm) to include the marked points (xi,m). Since the number of

marked points is random, we use a pointed Gromov–Hausdorff distance d∗
GH which allows

for a variable number of marks (see (20) for a formal definition).
Recall the relevant notation for the limit object from Section 3.2.2. In particular, we write

f = 2ẽ(σ ), we let si,1 ≤ i ≤ N be the points of the Poisson process and we let xi = pf (si)

be their projections onto the tree Tσ encoded by f .

PROPOSITION 5.4. We have((
σ

m

)1/2
Tm,ρm, (xi,m, i ≤ Nm)

)
(d)−→ (

Tσ , ρ, (xi, i ≤ N)
)

as m → ∞, for the topology generated by d∗
GH.

PROOF. By Skorokhod’s representation theorem, there exists a probability space on
which the convergence (3) occurs almost surely, which entails an almost sure convergence in
(4) also. We need to add the other marked points to the convergence. Let ki,m be the index of
xi,m in the planar ordering of Tm. We will show by induction on i that P[Nm ≥ i] → P[N ≥ i]
and that, conditionally on Nm ≥ i, the rescaled index (m

σ
)−1ki,m converges in distribution to

si . We can then use Lemma A.2 to transfer this convergence of the rescaled indices (m
σ
)−1ki,m

to that of the xi,m. Together, these elements will suffice to give the claimed convergence in
the sense of d∗

GH.
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We start with i = 1. Since the number of ancestral back edges originating at the kth point
of Tm has distribution Bin(Hm(k),p), and pHm(�xm�) ∼ (m

σ
)−1f (x), it is straightforward

to see that P[Nm ≥ 1] → P[N ≥ 1] and that, conditionally on Nm ≥ 1, (m
σ
)−1k1,m converges

in distribution to the first point of a Poisson point process with intensity f (x) dx, also condi-
tioned to have at least one point, which is precisely s1. (See the proof of Lemma 19 of [2] for
a more detailed version of an essentially identical argument.)

The induction step uses the same idea. Assume that the claimed convergence holds up to
rank i. Recall that Ti = ⋃i

j=1[[ρ,xi]]. The index ki+1,m is found by giving to each k ≥ ki,m

a Bin(li(k),p) number of marks, where li(k) is the number of possible heads of a back edge
originating at the kth point in the planar ordering of Tm. If we let Tm(i) be the subtree of
Tm spanned by the root and x1,m, . . . , xi,m, then li(k) = |Tm(i)| + Hm(k) − min{Hm(l) : l ∈
{ki,m, . . . , k}}. By the induction hypothesis and Proposition 5.2, we have that Tm(i) converges
to Ti for d �G and so, in particular, |Tm(i)| ∼ (m

σ
)1/2 len(Ti ). So we have that the instantaneous

rate at which points occur satisfies

pli
(�xm�) ∼

(
m

σ

)−1(
len(Ti ) + f (x) − f̂ (si, x)

)
.

It follows that P[Nm ≥ i + 1|Nm ≥ i] → P[N ≥ i + 1|N ≥ i] and that, conditionally on

Nm ≥ i + 1, we have (m
σ
)−1ki+1,m

(d)−→ si+1. Hence, by induction we have that

Nm
(d)−→ N

and

(si,m,1 ≤ i ≤ Nm)
(d)−→ (si,1 ≤ i ≤ N)

as m → ∞. The proposition then follows by applying Lemma A.2. �

PROPOSITION 5.5. Let T mk
m := ⋃Nm

i=1[[ρm,xi,m]] and T mk
σ := ⋃N

i=1 Ti be the marked
subtrees of Tm and Tσ respectively. Then((

σ

m

)1/2
T mk

m ,ρm,
(
(xi,m, yi,m), i ≤ Nm

)) (d)−→ (
T mk

σ , ρ,
(
(xi, yi), i ≤ N

))
,

as m → ∞ for the topology generated by d∗
GH and, moreover,(

σ

m

)1/2∣∣T mk
m

∣∣ (d)−→ len
(
T mk

σ

)
.

PROOF. The pointed Gromov–Hausdorff convergence of Proposition 5.4 can be re-
stricted to the marked subtrees by using the same embeddings. Using Skorokhod’s repre-
sentation theorem, we may thus work on a probability space where((

σ

m

)1/2
T mk

m ,ρm, (xi,m, i ≤ Nm)

)
−→
m→∞

(
T mk

σ , ρ, (xi, i ≤ N)
)

almost surely for d∗
GH. (In particular, almost surely Nm = N for all m sufficiently large.) We

will add the y terms to this convergence by using their distributions and a correspondence.
The basic idea is that yi,m has the uniform distribution on the finite set Tm(i) \ {xi,m}, which
converges to the normalised length measure on Ti .

By Proposition 5.2, T mk
m has the same graph structure as T mk

σ for m sufficiently large.
Let us make this more precise by denoting by Tmk the graph which has as vertices the root,
branchpoints and leaves of T mk

σ , and Emk its set of edges. Then T mk
σ can be seen as a MDM by
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giving to each edge e ∈ Emk its length �(e), while T mk
m is the graph obtained by splitting each

edge e ∈ Emk into a path of length km(e) ∈ N. Note that we have (again by Proposition 5.2)
that (

σ

m

)1/2
km(e) → �(e).

This allows us to build a function φm which naturally injects T mk
m into T mk

σ . Specifically, the
vertices of T mk

m which also belong to Tmk are mapped so as to preserve the structure, and
the vertices of degree 2 in T mk

m which subdivide the edge e are mapped “linearly”, dividing
the corresponding edge of T mk

σ into km(e) segments of equal length. The inverse of this
injection then may be naturally extended to a projection ψm from T mk

σ onto T mk
m by letting

ψm(x) be the most recent ancestor of x which belongs to φm(T mk
m ). This allows us to define

a correspondence R between T mk
m and T mk

σ by letting ψm(x)Rx for all x ∈ T mk
σ .

The distortion of R is then

disR = sup
x,y∈T mk

σ

∣∣∣∣d(x, y) −
(

σ

m

)1/2
d
(
ψm(x),ψm(y)

)∣∣∣∣.
Now, for any x, y ∈ T mk

σ ,∣∣∣∣d(x, y) −
(

σ

m

)1/2
d
(
ψm(x),ψm(y)

)∣∣∣∣
≤ d(x,φm

(
ψm(x)

) + d(y,φm

(
ψm(y)

)
+

∣∣∣∣d(
φm

(
ψm(x)

)
, φm

(
ψm(y)

)) −
(

σ

m

)1/2
d
(
ψm(x),ψm(y)

)∣∣∣∣
≤ 2 sup

z∈T mk
σ

d(z,φm

(
ψm(z)

) + sup
u,v∈T mk

m

∣∣∣∣( σ

m

)1/2
d(u, v) − d

(
φm(u),φm(v)

)∣∣∣∣
≤ 2 sup

e∈Emk

�(e)

km(e)
+ ∑

e∈Emk

∣∣∣∣( σ

m

)1/2
km(e) − �(e)

∣∣∣∣.
This upper bound is easily seen to tend to 0 as m → ∞, and so disR → 0 also.

For i ≤ N , let νi be the normalised length measure on Ti , and let νi,m be the uniform
measure on Tm(i) \ {xi}. We aim to apply Lemma A.1. Notice that νi(φ

−1
m ) is the probability

measure on Tm(i) which gives a weight proportional to deg(v) to any vertex v. We want to
construct a coupling between this and νi,m. Let Bi(m) be the set containing the branchpoints
of Tm(i) as well as xi,m. Then the measures νi,m and νi are both equal to the uniform measure
when conditioned on Tm(i) \ Bi(m). Since the cardinality of Bi(m) does not change as m

increases, we obtain that both νi,m(Bi(m)) and νi(φ
−1
m (Bi(m)) tend to 0. Then for any ε > 0,

if m is large enough, there exists a coupling (Um,Vm) of νi,m and νi(φ
−1
m ) such that Um = Vm

with probability at least 1 − ε. By construction, we can write Vm = ψm(Wm), and (Um,Wm)

is a coupling of νi,m and νi such that UmRWm with probability at least 1 − ε.
It follows that((

σ

m

)1/2
T mk

m ,ρm, (xi,m, i ≤ Nm), (νi,m, i ≤ Nm)

)
(d)−→ (

T mk
σ , ρ, (xi, i ≤ N), (νi, i ≤ N)

)
for the topology generated by d∗

GHP. The proposition then follows by applying Lemma A.1.
�
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5.2.2. Convergence of the marked graph. Let X∗
m = T mk

m along with all back edges
(xi,m, yi,m) for i ≤ Nm, and recall that Mσ = T mk

σ / ∼, where ∼ is the equivalence relation
which identifies xi with yi for i ≤ N . We view these objects as elements of �G, in a way which
will fit the metric on �G. Specifically, we take the vertex set of X∗

m to consist of ρ, the heads
yi,m of the back edges for i ≤ Nm, and the branch points xi,m ∧ xj,m for i �= j ≤ Nm. We
take the vertices of Mσ to be ρ, yi for i ≤ N (note that post-identification we have xi = yi ),
and the branch points xi ∧ xj for i �= j ≤ N . Because the Brownian continuum random tree
is almost surely binary and the law of Tσ is absolutely continuous with respect to that of the
Brownian continuum random tree, T mk

σ is also binary almost surely. It follows that Mσ has
2N vertices and, as we will see, the same must also be true for X∗

m for sufficiently large m.

PROPOSITION 5.6. ( σ
m

)1/2X∗
m

(d)−→ Mσ in �G.

PROOF. Using Skorokhod’s representation theorem, we may assume that the conver-
gence of Proposition 5.5 holds almost surely. Recall that, by Proposition 5.2, (( σ

m
)1/2T mk

m ,ρ,

(xi,m, i ≤ Nm)) converges in �G (taking the root, (xi,m) and branch points as vertices). In par-
ticular the elements of this sequence have the same underlying graph structure for all m large
enough.

For m large enough, no xi,m is an ancestor of a xj,m or yj,m, so the graph structure of X∗
m

can be obtained from that of T mk
m by removing xi,m and instead connecting the edge ending

in xi,m back into yi,m, for each i. Since yi,m converges to yi in the Gromov–Hausdorff sense
it will, in particular, always be on the same edge of T mk

m for m sufficiently large. Thus the
combinatorial structure is constant for m large, and the same as that of Mσ .

Once we know the combinatorial structure, the lengths of all the edges then also converge
since they can be expressed in terms of the distances between the root, the (xi,m) and the
(yi,m).

Using also Propositions 5.3 and 4.6, we then obtain that the connected components of
( σ
m

)1/2X∗
m, listed in decreasing order of size, converge in the sense of d �G to those of Mσ ,

listed in decreasing order of length. �

5.2.3. Surplus edges do not contribute. As mentioned earlier, we now want to prove that
the surplus edges contribute to the strongly connected components of Xm with vanishingly
small probability. Specifically, we aim to prove the following proposition.

PROPOSITION 5.7. P[Xm and X∗
m have different strongly connected components] → 0

as m → ∞.

Let R(m) be the number of surplus edges in Xm. For 1 ≤ i ≤ R(m), let αi,m and βi,m be
the tail and head respectively of the ith surplus edge in increasing planar order of their tails.
Let Wi(m) be the number of vertices descending from βi,m in Tm. Proposition 5.7 will follow
if we can establish that the family (

∑R(m)
i=1 Wi(m),m ∈ N) is tight, namely if

lim
K→∞ lim sup

m→∞
P

[
R(m)∑
i=1

Wi(m) > K

]
= 0.(5)

Indeed, for a strongly connected component of Xm to feature a surplus edge, we need
at least one back edge to originate from a descendant of some βi,m (since any surplus
edge in a strongly connected component is part of a cycle and must thus lead to a back
edge after following tree edges or further surplus edges). By Proposition 2.2, conditionally
on

∑R(m)
i=1 Wi(m) ≤ K , the probability of this event is smaller than the probability that a
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Bin(mK,p) variable is nonzero. Assuming (5) and fixing ε > 0, we may find a K sufficiently
large that

lim sup
m→∞

P

[
R(m)∑
i=1

Wi(m) > K

]
≤ ε/3,

and m large enough such that P[∑R(m)
i=1 Wi(m) ≥ K] ≤ ε/2 and 1 − (1 − p)mK ≤ ε/2 (recall

that p ∼ σ 3/2m−3/2). Then

P
[
Xm and X∗

m have different strongly connected components
]

≤ P

[
R(m)∑
i=1

Wi(m) ≥ K

]
+ 1 − (1 − p)mK ≤ ε

2
+ ε

2
= ε.

As we have already mentioned, it is shown in [2] that Tm is a biased version of the uniform
labelled tree Tm on [m] (with a canonical planar embedding): for nonnegative measurable test
functions f ,

E
[
f (Tm)

] = E[(1 − p)−a(Tm)f (Tm)]
E[(1 − p)−a(Tm)] .(6)

We recall that a(T ) denotes the number of surplus edges permitted by the planar structure of
a tree T , called its area in [2]. We know from Theorem 12 and Lemma 14 of [2] that

(1 − p)−a(Tm) (d)−→ e
∫ σ

0 e(σ )(t) dt ,

and that the sequence on the left-hand side is bounded in L2. We will prove (5) by first show-
ing the analogous statement for Tm (this is Lemma 5.9 below) and then using the measure
change. We need the following lemma, which makes use of Kesten’s tree, that is, the tree
T̂ consisting of a copy of Z+ (the spine), at each point of which we graft an independent
Galton–Watson tree with Poisson(1) offspring distribution. We root the resulting infinite tree
at 0. (This is the local weak limit of Tm [9].)

LEMMA 5.8.

1. Let Y(m) be the number of vertices of Tm which lie outside the largest subtree descend-
ing from a child of the root. Then

Y(m)
(d)−→

m→∞ Y,

where Y is the number of vertices of T̂ which have no ancestors on the spine apart from the
root.

2. Write (vi, i ∈ {1, . . . ,m}) for the vertices of Tm in planar order. For v ∈ Tm, let Zv(m)

be the number of vertices in the subtree rooted at v. Let Yv(m) be the number of such vertices
which lie outside the largest of the subtrees rooted at a child of v. Then the (Yvi

(m),m ∈
N, i ≤ m) are tight:

lim
M→∞ lim sup

m→∞
sup

1≤i≤m

P
[
Yvi

(m) > M
] = 0.

PROOF. Let T1(m), . . . ,TD(m) be the subtrees of Tm rooted at its first generation, with
D being the degree of the root, listed in decreasing order of size, and define T̂i similarly
(noting that T̂1 is infinite). It is well known that Tm is a Galton–Watson tree with Poisson(1)
offspring distribution, conditioned to have m vertices and assigned a uniformly random la-
belling from [m]. Knowing this, it is shown within the proof of Proposition 5.2 in [21]
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that (|T2(m)|, . . . |TD(m)|,0, . . .) converges in distribution to (|̂T2|, . . . , |̂TD|,0, . . .). Since
the sum of the latter is a.s. finite, this also implies convergence of the sum.

Part 2 follows from the fact that, for all i and m, the conditional distribution of Yvi
(m)

given Zvi
(m) is the same as that of Y(Zvi

(m)). (This is an aspect of the Markov branching
property of conditioned Galton–Watson trees, see [10].) Hence, we can write, for M > 0

P
[
Yvi

(m) > M
] = E

[
P

[
Y(Zvi

)) > M
] | Zvi

]
≤ sup

k∈N
P

[
Y(k) > M

]
.

Since the distributions of (Y(k), k ∈ N) form a tight sequence, the above upper bound tends
to 0 as M tends to infinity. �

Now add to the tree Tm each of the a(Tm) permitted surplus edges independently with
probability p. Conditionally on a(Tm) this yields a Bin(a(Tm),p) number of surplus edges,
for which we write R(m). Write the tails and heads of these surplus edges as ai,m and bi,m

respectively, listed in increasing planar order of ai,m, for i ≤ R(m). We also write b−
i,m for the

parent of bi,m in Tm. Let Wi (m) be the number of descendants of bi,m. The following lemma
is a version of (5) for Tm.

LEMMA 5.9.

lim
K→∞ lim sup

m→∞
P

[R(m)∑
i=1

Wi (m) > K

]
= 0.

PROOF. Fix ε > 0. In Lemma 19 of [2], it is proved that R(m) converges in distribution
as m → ∞. An identical argument shows that R(m) converges in distribution as m → ∞
and, in particular, is tight. Therefore, there exists I > 0 such that P[R(m) > I ] < ε

2 for all m.
Moreover,

P

[R(m)∑
i=1

Wi (m) > K

]
≤ P

[
R(m) > I

] + P

[
R(m) ≤ I,

R(m)∑
i=1

Wi (m) > K

]

≤ ε

2
+ P

[R(m)∧I∑
i=1

Wi (m) > K

]
.

We then split the event where
∑R(m)∧I

i=1 Wi (m) > K in two: either, for all i ≤ R(m) ∧ I , the
vertex ai,m lies in the largest of the subtrees rooted at the children of b−

i,m, in which case we

also have
∑R(m)∧I

i=1 Yb−
i,m

(m) > K , or there exists i for which ai,m is not in this largest subtree,

which then implies, in particular, that Yb−
i,m

(m) ≥ d(ai,m,bi,m). This leads to

P

[R(m)∑
i=1

Wi (m) > K

]

≤ ε

2
+ P

[R(m)∧I∑
i=1

Yb−
i,m

(m) > K

]
+ P

[∃i ≤ R(m) ∧ I : Yb−
i,m

(m) ≥ d(ai,m,bi,m)
]
.

By Lemma 5.8, the (Yb−
i,m

(m), i ≤ R(m)) are tight as m → ∞, and thus so is the sum of at

most I of them:

P

[R(m)∧I∑
i=1

Yb−
i,m

(m) > K

]
≤ ε

4
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for all m, for K large enough. For the final term, we may again adapt the argument from
Lemma 19 of [2] to see that for each i, m−1/2d(ai,m,bi,m) converges in distribution, where d

denotes the graph distance in Tm. In particular there exists η > 0 such that P[d(ai,m,bi,m) ≤
m1/2η] ≤ ε

8I
. We then have

P
[
i ≤ R(m),Yb−

i,m
(m) ≥ d(ai,m,bi,m)

] ≤ ε

8I
+ P

[
i ≤ R(m),Yb−

i,m
(m) ≥ m1/2η

]
,

and by Lemma 5.8 again, P[i ≤ R(m),Yb−
i,m

(m) ≥ m1/2η] < ε/8I for all m sufficiently large,

so that for such m,

P
[∃i ≤ R(m) ∧ I : Yb−

i,m
(m) ≥ d(ai,m,bi,m)

] ≤ ε

4
.

Combining all the terms yields

lim sup
m→∞

P

[R(m)∑
i=1

Wi(m) > K

]
≤ ε.

�

PROOF OF PROPOSITION 5.7. It remains to show that (5) holds. We use the change
of measure to pass from Tm to Tm. Call A(m,K) the event where

∑R(m)
i=1 Wi(m) > K and

A(m,K) the event where
∑R(m)

i=1 Wi (m) > K . Then we have

P
[
A(m,K)

] = E[(1 − p)−a(Tm)1A(m,K)]
E[(1 − p)−a(Tm)] ≤

√
E[(1 − p)−2a(Tm)]
E[(1 − p)−a(Tm)]

√
P

[
A(m,K)

]
.

We know that E[(1−p)−2a(Tm)] is bounded and that E[(1−p)−a(Tm)] converges to a positive
limit. So by Lemma 5.9, we obtain

lim
K→∞ lim sup

m→∞
P

[
A(m,K)

] = 0,

as required. �

5.3. Proof of Theorem 1.3. We first prove that the convergence in Theorem 1.3 occurs in
the weaker product topology, namely that for any k ∈N,

n−1/3(
C1(n),C2(n), . . . ,Ck(n)

) (d)−→ (C1,C2, . . . ,Ck)

with respect to dk
�G . We will later improve this to a convergence with respect to d .

5.3.1. Convergence in the product topology. Let (T n
1 , T n

2 , . . .) be the forward exploration
trees of �G(n,p). We list them in decreasing order of their sizes (Zn

1 ,Zn
2 , . . .), and recall

that we write (‖T n
1 ‖,‖T n

2 ‖, . . .) for their heights. We also let (Y n
1 , Y n

2 , . . .) be the subgraphs
of �G(n,p) induced by the vertex-sets of these trees (which include both surplus and back
edges). By [3], we have the following convergence for the �2 topology on sequences:

n−2/3(
Zn

i , i ∈N
) (d)−→ (σi, i ∈ N),(7)

where (σi, i ∈ N) are the excursion lengths of Wλ above its running infimum, sorted decreas-
ingly. Again, using Skorokhod’s theorem, we may work on a probability space for which this
convergence occurs almost surely. Moreover, conditionally on (Zn

1 ,Zn
2 , . . .), the (Y n

i , i ∈ N)

are independent, each having the distribution of XZi
n

as in Section 5.2. Since Zi
np

2/3 → σi ,
we have that the rescaled strongly connected components of Yn

i converge in distribution to
those of Mσi

, and this holds jointly for any finite set of indices i. Taking into account Propo-
sition 5.3, the following proposition will give the convergence in Theorem 1.3 for the product
topology.
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PROPOSITION 5.10. For all k ∈ N, we have

lim
K→∞P[∀i ≤ k,∃j ≤ K : Ci ⊆Dj ] = 1

and,

lim
K→∞ lim inf

n→∞ P
[∀i ≤ k,∃j ≤ K : Ci(n) ⊆ Yn

j

] = 1.

Informally, Proposition 5.10 states that, with high probability, large strongly connected
components of �G(n,p) and D will only be found in large trees of the forward depth-first
forest, making the ordering of both trees and strongly connected components by their lengths
compatible. Its proof relies on two lemmas.

LEMMA 5.11. As σ → 0, we have

P[Mσ has a complex component] = O
(
σ 3)

.(8)

For all ε > 0, we have as σ → 0

P
[‖Tσ‖ ≥ ε

] = O
(
σ 3)

.(9)

Consequently, for all ε > 0,

P[Mσ has a component with length greater than ε] = O
(
σ 3)

.(10)

LEMMA 5.12. There exists C > 0 such that, for all n large enough and 1 ≤ m ≤ n2/3,

P[Xm has a complex component] ≤ C
m3

n2(11)

and

P[Xm has a component which contains a surplus edge] ≤ C
m3

n2 .(12)

Moreover, for all ε > 0, there exists C > 0 such that, for n large enough, and 1 ≤ m ≤ n2/3,

P
[‖Tm‖ ≥ n1/3ε

] ≤ C
m2

n4/3 .(13)

Consequently, for all ε > 0, there exists C > 0 such that, for n large enough,

P
[
Xm has a component with length greater than n1/3ε

] ≤ C
m2

n4/3 .(14)

Note that for both of these lemmas, the final statement is a consequence of the previous
ones by noticing that any component consisting of a single ancestral cycle has length smaller
than the height of the tree (plus one in the discrete case).

PROOF OF LEMMA 5.11. By Proposition 4.4,

P[Mσ has a complex component] ≤ P
[
Na

σ ≥ 2 or Nb
σ ≥ 1

] = O
(
σ 3)

.

Recalling that the height ‖Tσ‖ has the same distribution as sup 2ẽ(σ ) and that it has exponen-
tial moments [15], we have, for σ < 1,

P
[‖Tσ‖ > ε

] = E[1{sup e≥ε/2
√

σ } exp(σ 3/2 ∫ 1
0 e(x) dx)]

E[exp(σ 3/2
∫ 1

0 e(x) dx)]
≤ E

[
esup e−ε/2

√
σ eσ 3/2 sup e] ≤ E

[
e2 sup e]e−ε/2

√
σ = O

(
σ 3)

.
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Note we have used the bound 1{sup e≥ε/2
√

σ } ≤ esup e−ε/2
√

σ . This proves (8) and (9); (10) then
follows. �

For Lemma 5.12, we require some preliminary bounds on the height and area of Tm.

LEMMA 5.13. There exists a constant M > 0 such that, for all n large enough such that
1/(2n) < p < 2/n and all 1 ≤ m ≤ n2/3,

E
[‖Tm‖4] ≤ Mm2(15)

and

E
[(

a(Tm)
)2] ≤ Mm3.(16)

PROOF. Lemma 25 from [2] gives E[‖Tm‖4] ≤ M · max(m6n−4,1) · m2 for all n large
enough and m ≤ n, and restricting ourselves to m ≤ n2/3 yields (15).

For (16), we follow the beginning of the proof of Lemma 25 from [2]. Let q =
max(m−3/2,p). Then (6) and Markov’s inequality together yield

P
[
a(Tm) > xm3/2] ≤ E[(1 − q)−a(Tm)]

(1 − q)−xm3/2 ≤ E[((1 − p)(1 − q))−a(Tm)]
(1 − q)−xm3/2 ≤ E[(1 − q)−2a(Tm)]

(1 − q)−xm3/2 .

From Lemma 14 in [2], we obtain that E[(1 − q)−2a(Tm)] ≤ K exp 4κδ2 where δ =
max(2m3/2/n,1). Since qm3/2 ≥ δ/4, we get

P
[
a(Tm) > xm3/2] ≤ Ke4κδ2−xδ/4,

and for 1 ≤ m ≤ n2/3, we have 1 ≤ δ ≤ 2, so that

P
[
a(Tm) > xm3/2] ≤ Ke64κ−x/4.

It follows that

E

[
(a(Tm))2

m3

]
≤ Ke64κ

∫ ∞
0

e−√
x/4 dx = 32Ke64κ ,

which completes the proof. �

PROOF OF LEMMA 5.12. We take n large enough for (15) and (16) to hold, and m ≤ n2/3.
Notice first that (13) follows from (15) and Markov’s inequality:

P
[‖Tm‖ ≥ n1/3ε

] ≤ E[‖Tm‖4]
ε4n4/3 ≤ Mm2

ε4n4/3 .

We now want to show that the probability that Xm contains a strongly connected component
which is complex or features surplus edges is also bounded by m3n−2. Such a component
can only arise if one of the following four events occurs:

Am = {Xm has at least two ancestral back edges},
Bm = {Xm has one ancestral back edge, and at least one other back edge which points

inside the created cycle},
Cm = {Xm has at least two surplus edges},
Dm = {

Xm has one surplus edge (a, b) and at least one back edge pointing to

an ancestor of a
}
.

We will bound the probabilities of each of these events separately.



THE SCALING LIMIT OF A CRITICAL RANDOM DIRECTED GRAPH 2055

Conditionally on the tree Tm, the number of ancestral back edges in Xm has distribution
Bin(Sm,p), where is Sm the sum of the heights of all vertices in Tm. By using the well-known
stochastic domination of Bin(k,p) by Poi(−k log(1 − p)) and the fact that P[Poi(μ) ≥ 2] ≤
μ2, we have

P[Am | Tm] ≤ (−Sm log(1 − p)
)2 ≤ M(Smp)2.

From now on, the constant M can vary from line to line, but never depends on n or m.
Since Sm ≤ m‖Tm‖, by using (15) again, for n large enough we end up with

P[Am] ≤ M
m2

n2 E
[‖Tm‖2] ≤ M

m3

n2 .

Given that there is exactly one ancestral back edge in Xm, the number of back edges which
point back into the cycle created is stochastically dominated by Bin(m‖Tm‖,p). Hence we
have

P[Bm | Tm] ≤ pSm(1 − p)Sm−1(
1 − (1 − p)m‖Tm‖)

≤ MpSm

(
m‖Tm‖ log(1 − p)

)
= Mn−2(

m‖Tm‖)2
.

This is the same bound as above, thus leading to

P[Bm] ≤ M
m3

n2 .

Since the number of surplus edges has distribution Bin(a(Tm),p), we get P[Cm | Tm] ≤
Mp2a(Tm)2 and

P[Cm] ≤ Mn−2
E

[
a(Tm)2]

.

A similar argument as for Bm also yields

P[Dm] ≤ Mn−2mE
[‖Tm‖a(Tm)

] ≤ Mn−2m

√
E

[‖Tm‖2
]√

E
[
a(Tm)2

]
,

and an application of (16) concludes the proof. �

We can now prove the proposition.

PROOF OF PROPOSITION 5.10. Fix k ∈ N and η > 0, and let ε > 0 be small enough that

P
[
len(Ck) > ε

]
> 1 − η.

By Lemmas 5.11 and 5.12, there exists C > 0 such that, for all K ∈N,

P[∃i > K :Di contains a component with length greater than ε]

≤ P[σK+1 > 1] + CE

[∑
i>K

σ 3
i

]
and

P
[∃i > K : Yn

i contains a component with length greater than n1/3ε
]

≤ P
[
Zn

K+1 > n2/3] + CE

[∑
i>K

(Zn
i )2

n4/3

]
.
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By Proposition 4.1 and (7), there exists K sufficiently large that both of these are smaller than
η. Then

P
[
C1, . . . ,Ck are in D1, . . . ,DK, len(Ck) > ε

] ≥ 1 − 2η.

From the fact that (n−1/3Yn
1 , . . . , n−1/3Yn

K)
(d)−→ (D1, . . . ,DN), we deduce that, for n greater

than some n0 ∈ N,

P
[
C1(n), . . . ,Ck(n) are in Yn

1 , . . . , Y n
K, len

(
Ck(n)

)
> εn1/3] ≥ 1 − 3η

and hence

P
[
C1(n), . . . ,Ck(n) are in Yn

1 , . . . , Y n
K

] ≥ 1 − 4η. �

5.3.2. Controlling the tail. The proof of Theorem 1.3 will be completed if we can show
that, for all ε > 0,

lim
k→∞P

[ ∞∑
i=k+1

d �G(Ci ,L) > ε

]
= 0

and

lim
k→∞ lim sup

n→∞
P

[ ∞∑
i=k+1

d �G
(
Ci(n),L

)
> n1/3ε

]
= 0.

Fix η > 0. For k ∈ N, let Q(k) be the largest integer such that

P
[
all components in D1, . . . ,DQ(k) have lengths exceeding len(Ck)

]
> 1 − η.

Then by Proposition 5.10 and the convergence of n−1/3Ck(n) to Ck , it also holds that, for n

large enough, all the components of Yn
1 , . . . , Y n

Q(k) have lengths exceeding that of Ck(n) with
probability at least 1 − 2η. Thus we have

P

[ ∞∑
i=k+1

d �G(Ci ,L) > ε

]
≤ η + P

[( ∞∑
i=Q(k)+1

∑
j :Cj⊂Di

d �G(Cj ,L)

)
> ε

]

and similarly

P

[ ∞∑
i=k+1

d �G
(
Ci(n),L

)
> n1/3ε

]

≤ 2η + P

[( ∞∑
i=Q(k)+1

∑
j :Cj (n)⊂Xn

i

d �G
(
Cj(n),L

))
> n1/3ε

]
.

Note that Q(k) → ∞ as k → ∞: indeed, it is nondecreasing, and so if it did possess a finite
limit Q, then the probability of D1, . . . ,DQ+1 containing a smallest component of C would
be at least η, a contradiction since there is no smallest component. It is therefore enough to
prove that

lim
N→∞P

[ ∞∑
i=N+1

∑
j :Cj⊂Di

d �G(Cj ,L) > ε

]
= 0

and

lim
N→∞ lim sup

n→∞
P

[ ∞∑
i=N+1

∑
j :Cj (n)⊂Xn

i

d �G
(
Cj(n),L

)
> n1/3ε

]
= 0.
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However, by (8), (11) and (12), for N large enough, all the components contained in (Di , i ≥
N + 1) are single ancestral cycles with probability at least 1 − η, and for n large enough,
this also holds for those contained in (Y n

i , i ≥ N + 1). Noting that such components have
length at most the height of the underlying tree (plus one in the discrete case), and that
their number is at most the number of ancestral back edges, we are reduced to proving the
following statements:

lim
K→∞P

[ ∞∑
i=K+1

Na
σi

‖Tσi
‖ > ε

]
= 0(17)

and

lim
K→∞ lim sup

n→∞
P

[ ∞∑
i=K+1

An
i

∥∥T n
i

∥∥ > n1/3ε

]
= 0,(18)

where An
i is the number of ancestral back edges in Yn

i . These may be obtained using the
following lemma.

LEMMA 5.14.

1. There exists C > 0 such that, for σ < 1,

E
[
Na

σ ‖Tσ‖] ≤ Cσ 2.

2. There exists C > 0 such that, for n large enough, and 1 ≤ m ≤ n2/3,

E
[
Am‖Tm‖] ≤ C

m2

n
,

where Am is the number of ancestral back edges in Xm.

PROOF. Part 1 is straightforward: assuming ‖Tσ‖ and Na
σ are built from a tilted excursion

ẽ(σ ), and remembering that E[Na
σ | ẽ(σ )] = ∫ σ

0 2ẽ(σ )(t) dt , we have

E
[
Na

σ ‖Tσ‖] = E

[
sup 2ẽ(σ )

∫ σ

0
2ẽ(σ )(t) dt

]
≤ 4σE

[
sup

(
ẽ(σ ))2]

≤ 4σ
E[sup(

√
σe)2 exp(σ 3/2 ∫ 1

0 e(t) dt)]
E[exp(σ 3/2

∫ 1
0 e(t) dt)]

≤ 4σ 2
E

[
e

∫ 1
0 e(t) dt sup(e)2]

,

the latter expectation being finite (see the proof of Lemma 5.11). For part 2, recall that,
conditionally on Tm the distribution of Am is stochastically dominated by Bin(m‖Tm‖,p).
Thus, we have

E
[
Am‖Tm‖] ≤ pE

[
m‖Tm‖2]

,

and applying Lemma 5.13 concludes the proof. �

We leave the straightforward adaptation of the arguments used for Proposition 5.10 to
prove (17) and (18) to the reader. This completes the proof of Theorem 1.3.
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6. Further properties of the scaling limit. We write C for the list of strongly connected
components of D, and Cσ for that of Mσ , in decreasing order of length. Let also Ccplx be the
list of complex components of C, that is, those that are not cycles, also in decreasing order of
length. We have not yet been able to find the exact distribution of C and Cσ for σ > 0: this
will be the subject of future research. However, we show here that Cσ and Ccplx both have a
positive probability of being equal to any appropriate fixed family of directed multigraphs.

For sequences (G1, . . . ,Gk) and (H1, . . . ,Hj ) of directed multigraphs, we write (G1, . . . ,

Gk) ≡ (H1, . . . ,Hj ) if j = k and Gi is isomorphic to Hi for each i ≤ j . We extend this
notation naturally to the case where one or both of the sequences has edge lengths by simply
ignoring the edge lengths.

PROPOSITION 6.1. Let G1, . . . ,Gk be a finite sequence consisting of 3-regular strongly
connected directed multigraphs or loops. We have

P
[
Cσ ≡ (G1, . . . ,Gk)

]
> 0.

Assuming that G1, . . . ,Gk are all complex, we also have

P
[
Ccplx ≡ (G1, . . . ,Gk)

]
> 0.

Let (ei,1 ≤ i ≤ K) be an arbitrary ordering of the edges of (G1, . . . ,Gk). Then, conditionally
on Cσ ≡ (G1, . . . ,Gk) (resp. Ccplx ≡ (G1, . . . ,Gk)), Cσ (resp. Ccplx) gives lengths (�(ei),1 ≤
i ≤ K) to these edges, and their joint distribution has full support in{

x = (x1, . . . , xK) ∈R
K+ : ∀1 ≤ i ≤ k − 1,

∑
j :ej∈E(Gi)

xj ≥ ∑
j :ej∈E(Gi+1)

xj

}
.

Constructing 3-regular directed multigraphs from trees and back edges. First, we want to
show that any of the graphs in which we are interested can be constructed by a procedure
which adds back edges to a plane tree. We set this up in a discrete framework. Let t be a
discrete plane tree whose vertices have outdegrees in {0,1,2}. We think of this as a directed
graph, with edges pointing away from the root. We assume that t has as many leaves as in-
ternal vertices of outdegree one, which we call x1, . . . , xn and y1, . . . , yn respectively, in the
planar order. We assume, moreover, that for each i ≥ 1, the internal vertex yi is visited be-
fore the leaf xi in the depth-first exploration. By identifying xi and yi for all i, we obtain a
directed graph, whose strongly connected components we then extract. Each strongly con-
nected component will have exactly one vertex of degree 2, which we erase, merging its two
incident edges. The result is a set of 3-regular strongly connected directed multigraphs. The
next lemma asserts that any appropriate collection of such multigraphs can be obtained by
this procedure, and Figure 7 provides an example.

LEMMA 6.2. For any (G1, . . . ,Gk), there exist a discrete plane tree t and pairings
(xi, yi) such that the above construction results in (G1, . . . ,Gk).

PROOF. Notice first that we can focus on the case where k = 1. Once this case is treated,
the general case can be solved by taking a tree t which contains distinct subtrees correspond-
ing to each Gi .

So let G be a fixed strongly connected 3-regular directed multigraph. Noticing that it can-
not have vertices with outdegree 0 or 3, and that the sum of the outdegrees of all the vertices
is equal to that of all the indegrees, we deduce that there exists n ∈ N such that G has n

vertices with indegree 1 and outdegree 2, and n vertices with indegree 2 and outdegree 1. Let
a1, . . . , an be the former and b1, . . . , bn the latter, for any ordering such that the edge (b1, a1)

exists.
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FIG. 7. Obtaining a 3-regular connected directed multigraph from a tree with backward identifications. The tree
was built using the method presented in the proof of Lemma 6.2.

We will give a method to construct the necessary plane tree as well as the backward links
between leaves and edges. At each step, t will contain a certain number of vertices of G, as
well as some “open” edges, which have their tails at points in t but are missing their heads.

Start with t initially containing three vertices: a root with outdegree 1, its child (which
we arbitrarily call ρ0) which has outdegree 1 as well, and its next neighbour a1, from which
originate two open edges. At each step of the algorithm, let z be the leftmost of the deepest
vertices of t which have open edges, choose any edge of G starting at z which is not yet
featured in t, call u the head of that edge, and do the following:

• If u is not already in t, add it at the end of the leftmost open edge, and add one or two open
edges at u corresponding to its outdegree in G. The edge (z, u) is then a tree edge in t.

• If u is already in t but u �= a1, add a leaf at the end of the leftmost open edge, label that
leaf xj for the smallest available j and let also u = yj . The edge (z, u) is then featured in
t as the tree edge (z, xj ), identifying xj with u.

• If u = a1, put a leaf at the end of the leftmost open edge, label that leaf xj for the smallest
available j , and let yj = ρ0. The edge (z, u) is then featured in t as the merging of the tree
edges (z, xj ) and (ρ0, a1), identifying xj with ρ0.

Note that this algorithm terminates, and that identifying the pairs (xi, yi) in t and removing
the root (which is not in its strongly connected component) and ρ0 (which has degree 2 in the
strongly connected component) gives us G.

Moreover, by construction, the successive vertices appearing as z follow the planar order-
ing of t. This means that at any step, any other vertex of t can be found earlier than z in the
contour process, and thus in every pair (xi, yi), the vertex yi is seen earlier than xi in the
exploration process, and the identifications indeed go backwards. This completes the proof.

�

The marked tree has full support. If T is a discrete plane tree and T is a discrete plane tree
with edge lengths (equivalently an R-tree with finitely many leaves which are ordered), we
write T ≡ T if the discrete plane structure underlying T is T . If T ≡ T then the lengths of
the edges of T , in planar order, form a vector in R

k+ where k is the number of edges of T .
Let T be a fixed binary rooted discrete plane tree with n ∈ N leaves. For an excursion

function f : [0, σ ] → R+, we let DT (f ) be the set of increasing sequences t = (t1, . . . , tn) ∈
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FIG. 8. For this tree, i(3) = 1, j (3) = 2, i(4) = 0 and j (4) = 1. Given an excursion function f , a sequence
t1 < t2 < t3 < t4 will then be in DT (f ) iff f̂ (t1, t2) < f̂ (t2, t3) < f (t2) and 0 < f̂ (t3, t4) < f̂ (t1, t4).

[0, σ ]n such that the Tf (t1, . . . , tn) ≡ T . This is an open subset of [0, σ ]n which can be written
explicitly as

DT (f ) = {
t ∈ [0, σ ]n : t1 < t2 . . . < tn and ∀k ∈ {3, . . . , n},

f̂ (ti(k), tk−1) < f̂ (tk−1, tk) < f̂ (tj (k), tk−1)
}
.

Here the indices i(k) and j (k) are defined as follows, and illustrated by Figure 8. Let
L1, . . . ,Ln be the leaves of T in planar order (we add L0 = ρ for the sake of convenience).
For k ∈ {3, . . . , n}, we then take i(k) < j (k) to be any two integers in {0,1,2, . . . , k − 1}
such that, on the path [[ρ,Lk−1]], the two points Li(k) ∧ Lk−1 and Lj(k) ∧ Lk−1 are respec-
tively maximal and minimal such that Li(k) ∧ Lk−1 ≤ Lk−1 ∧ Lk ≤ Lj(k) ∧ Lk−1 for the
genealogical/planar order.

LEMMA 6.3. We have

P
[
T mk

f = T
] =

∫
t∈DT (f )

dt
n∏

k=1

(
k∑

i=1

f (ti) − f̂ (ti−1, ti)

)

× exp

(
−

∫ σ

0

(
f (t) − f̂ (tI (t), t) +

I (t)∑
i=1

f (ti) − f̂ (ti−1, ti)

)
dt

)
,

where t0 = 0 and, for t ∈ [0, σ ], I (t) = max{i : ti < t}.
Moreover, if we take f = 2ẽ(σ ) for σ > 0, then

P
[
T mk

σ ≡ T
]
> 0,

and conditionally on T mk
σ ≡ T , the joint distribution of the edge lengths of T mk

σ has full
support in R

2n−1+ .

PROOF. The first statement comes from Lemma 3.2. For the second statement, we use a
comparison with the scaling limit of the undirected random graph. Specifically, Lemma 10
of [1] gives the joint distribution of the tree shape and the edge lengths in the subtree of Tσ

spanned by the root and a random collection of leaves obtained as the projection of a Poisson
point process on [0, σ ] with intensity ẽ(σ )(·) onto the tree.2 In particular, the probability that

2The sampled leaves in the undirected graph setting come from a Poisson point process with intensity ẽ(σ )(·)
rather than the intensity 2ẽ(σ )(·) we have in our construction for the directed graph. This is because (as seen
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this procedure gives the tree shape T and that the lengths of the edges (in planar order) lie in
an open set A ⊂ R

2n−1+ is positive, that is,

E

[∫
t∈DT (2ẽ(σ ))

dt1{(2ẽ(σ )(t))∈A′}
n∏

k=1

ẽ(σ )(tk) exp
(
−

∫ σ

0
ẽ(σ )(t) dt

)]
> 0,

where A′ ∈ R
n+ is the open set such that the heights the leaves of T are in A′ iff its edge

lengths are in A. This implies that E[G] > 0 where

G =
∫

t∈DT (2ẽ(σ ))
dt1{(2ẽ(σ )(t))∈A′}

n∏
k=1

(
k∑

i=1

2ẽ(σ )(ti)

)
,

(since G is larger than the random variable in the expectation above). We then have

P
[
T mk

σ ≡ T , lengths in A
] ≥ E

[
G exp

(−σ(n + 1) sup ẽ(σ ))],
and this is positive since sup ẽ(σ ) is a.s. finite. �

PROOF OF PROPOSITION 6.1. We first show the result for Cσ . Let t and ((xi, yi), i ∈
{1, . . . , n}) be the discrete tree and pairing of leaves and outdegree-1 vertices given by
Lemma 6.2. Moreover, let T be obtained from t by erasing the vertices of degree 2, and
merging their adjacent edges. Let:

• (e1, . . . , eK) be the edges of (G1, . . . ,Gk), in any order;
• (e1, . . . , eK, eK+1, . . . , eN) be those of t, in any order completing the previous one;
• (f1, . . . , fM) be those of T , in planar order.3

By construction, each edge of (G1, . . . ,Gk), is an edge of t, justifying the notation for
the edges of t. Moreover, each edge of T is obtained by merging edges of t, so there exists
a partition of {1, . . . ,N} with blocks (S(i),1 ≤ i ≤ M) such that for each i ∈ {1, . . . ,M},
fi is obtained by merging ej for j ∈ S(i). For i ∈ {1, . . . , n}, let eT (yi) be the edge of T

containing yi . Given this information, we call a collection of positive lengths �(ei), and �(fi)

such that �(fi) = ∑
j∈S(i) �(ej ) an admissible length assignment.

Recall that, from the construction given in Section 3.2.2, conditionally on T mk
σ with leaves

L1, . . . ,Lp , the marked internal points z1, . . . , zp are independent and, for each j , zj is uni-

form on
⋃j

k=1[[ρ,Lk]]. If T mk
σ ≡ T then this gives rise to a length assignment � on T , and

we have

P
[
zj ∈ eT (yj ),∀j ∈ {1, . . . , n} | T mk

σ ≡ T
] ≥

n∏
j=1

�(g(yj ))

len(T mk
σ )

.

Moreover, conditionally on the event {zj ∈ eT (yj ),∀j ∈ {1, . . . , n},T mk
σ ≡ T }, for any edge

fi of T , the probability that zj , for j such that yj ∈ fi , are in the right order on fi is 1
|S(i)|! . If

this occurs, then it gives rise to a length assignment � on t as well, making the whole length
assignment admissible. We then have (�(ej ), j ∈ S(i)) = (D1(i)�(fi), . . . ,D|S(i)|(i)�(fi))

where D(i) = (D1(i), . . . ,D|S(i)|(i)) ∈ 
|S(i)| has the Dirichlet(1, . . . ,1) distribution on the

in [2]) in the setting of the undirected graph the identifications arise as the limit of the surplus edges: the number
of potential surplus edges originating at a single vertex is given not by the height of the vertex but rather by the
number of vertices sitting on the stack in the depth-first exploration (the so-called depth-first walk). The depth-first
walk is asymptotically half the size of the height, and so has scaling limit ẽ(σ ) rather than 2ẽ(σ ).

3Note that in fact we have M = 2n−1, N = 3n−1 and K = 3(n− k)+ k′, where k′ is the number of unicycles
among (G1, . . . ,Gk); however, this fact is not useful here.



2062 C. GOLDSCHMIDT AND R. STEPHENSON

(|S(i)| − 1)-dimensional simplex 
|S(i)|. These events occur independently for different i ∈
{1, . . . ,M}.

Let A be an open set in R
K+ . Take open sets B ⊂ R

M+ and Ci ∈ 
|S(i)| for i ∈ {1, . . . ,M}
such that, for any admissible length assignment, if (�(fi), i ∈ {1, . . . ,M}) ∈ B and, for all i,
(
�(ej )

�(fi)
, j ∈ S(i)) ∈ Ci , then we have �(ei), i ∈ {1, . . . ,K}) ∈ A. Then

P
[
Cσ ≡ (G1, . . . ,Gk),

(
�(ei), i ∈ {1, . . . ,K}) ∈ A

]
≥ E

[
1{T mk

σ ≡T ,(�(fi),i∈{1,...,M})∈B}
n∏

j=1

�(f (yj ))

len(T mk
σ )

M∏
i=1

1

|S(i)|!1{D(i)∈Ci}
]
.

By Lemma 6.3, the event {T mk
σ ≡ T , (�(fi), i ∈ {1, . . . ,M}) ∈ B} occurs with positive

probability, and since Dirichlet distributions charge the full simplex, we do indeed have that

P
[
Cσ ≡ (G1, . . . ,Gk),

(
�(ei), i ∈ {1, . . . ,K}) ∈ A

]
> 0.

We finally turn to the result for Ccplx. Recall that (σi, i ≥ 1) are the ranked excursion
lengths of a Brownian motion with parabolic drift and that, conditionally on the lengths,
Ci , i ≥ 1 are independent copies of Cσi

. Notice that

P
[
Ccplx ≡ (G1, . . . ,Gk), lengths in A

]
≥ P

[
C1 ≡ (G1, . . . ,Gk), lengths in A,Ci has no complex components ∀i ≥ 2

]
.

From Propositions 4.1 and 4.4, we deduce that (Ci , i ≥ 2) has no complex components with
positive probability. An application of the first part of the proposition then completes the
proof. �

APPENDIX: GROMOV–HAUSDORFF DISTANCES

In this section, we give relevant background on the Gromov–Hausdorff distance and its
variants that we use in this paper. For additional details and proofs, we refer to Chapter 7 of
[4], Section 6 of [19], and the references therein.

A.1. Definitions. Consider two compact metric spaces X and X′. The Gromov–
Hausdorff distance dGH(X,X′) between them is defined to be

dGH
(
X,X′) = inf

φ,φ′ dH,Z
(
φ(X),φ′(X)

)
,

where the infimum is taken over all possible isometric embeddings φ and φ′ into a common
metric space Z , and dH,Z denotes the Hausdorff distance between compact subsets of Z .

We use two variants of the Gromov–Hausdorff distance which include marked points and
probability measures on X and X′, respectively. First, consider k ∈ N and points xi ∈ X and
x′
i ∈ X′ for i ∈ [k]. We define the k-pointed Gromov–Hausdorff distance between (X, (xi, i ∈

[k])) and (X′, (x′
i , i ∈ [k])) to be

dk
GH

((
X,

(
xi, i ∈ [k])), (

X′,
(
x′
i , i ∈ [k])))

= inf
φ,φ′

(
dH,Z

(
φ(X),φ′(X)

) ∨ max
i∈[k] dZ

(
φ(xi), φ

′(xi)
))

,
(19)

where φ, φ′ and Z are as before and dZ is the metric on Z . We will also need a version
of the pointed Gromov–Hausdorff distance which allows for a random (but finite) number
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of marked points. For compact metric spaces X and X′ let S ⊂ X and S′ ⊂ X′ be such that
|S| < ∞ and |S′| < ∞. Then define

d∗
GH

(
(X,S),

(
X′, S′)) =

{
dk

GH
(
(X,S),

(
X′, S′)) if |S| = ∣∣S′∣∣ = k ≥ 0,

∞ otherwise.
(20)

Next, let ν and ν′ be Borel probability measures on X and X′ respectively. The Gromov–
Hausdorff–Prokhorov distance between (X, ν) and (X′, ν′) is defined to be

dGHP
(
(X, ν),

(
X′, ν′)) = inf

φ,φ′(dH,Z
(
φ(X),φ′(X)

) ∨ dP,Z
(
φ−1(ν),

(
φ′)−1(

ν′)),
where φ, φ′ and Z are as before and dP,Z is the Prokhorov metric between probability mea-
sures on Z .

Note that these definitions are flexible: we can add more probability measures, combine
marks and measures, and so on. Write d

k,l
GHP for the k-pointed and l-measured Gromov–

Hausdorff–Prokhorov distance. We will make particular use of the distance d∗
GHP defined as

follows: for S ⊂ X, S′ ⊂ X′, natural numbers L and L′, Borel probability measures (νi, i ∈
[L]) on X and (ν′

i , i ∈ [L′]) Borel probability measures on X′, let

d∗
GHP

((
X,S,

(
νi, i ∈ [L])), (

X′, S′,
(
ν′
i , i ∈ [

L′])))
=

{
d

k,l
GHP

((
X,S,

(
νi, i ∈ [L])), (

X′, S′,
(
ν′
i , i ∈ [

L′]))) if |S| = ∣∣S′∣∣ = k and L = L′ = l,

∞ otherwise.

These distances all make their respective sets of isometry classes into Polish spaces. The
following lemma is a variant of Proposition 10 in [19] and is particularly useful for us.

LEMMA A.1. Let ((Xn, (xn
i , i ∈ [k]), (νn

i , i ∈ [l])), n ∈ N) be a sequence of random k-
pointed and l-measured compact metric spaces which converges in distribution to (X, (xi, i ∈
[k]), (νi, i ∈ [l])). For all n ∈ N, conditionally on (Xn, (xn

i , i ∈ [k]), (νn
i , i ∈ [l])), let (yn

i , i ∈
[l]) be independent random variables taking values in Xn with respective distributions
(νn

i , i ∈ [l]). Then the sequence of (k + l)-pointed metric spaces, (Xn, (xn
i , i ∈ [k]), (yn

i , i ∈
[l]), n ∈ N), converges in distribution as n → ∞ to (X, (xi, i ∈ [k]), (yi, i ∈ [l])), where the
(yi, i ∈ [l]) are defined analogously to the (yn

i , i ∈ [l]).
A.2. Correspondences and their use. A correspondence between X and X′ is a relation

R such that, for any x ∈ X, there exists at least one x′ ∈ X′ such that xRx′ and, for any
x′ ∈ X, there exists at least one x ∈ X′ such that xRx′. Correspondences are a very convenient
tool with which to study Gromov–Hausdorff distances, by quantifying them through their
distortions. The distortion of the correspondence R is defined by

disR = sup
{∣∣d(x, y) − d

(
x′, y′)∣∣ : xRx′, yRy′}.

It is then classical that

dGH
(
X,X′) = 1

2
inf
R

disR,

where the infimum is taken over all correspondences R between X and X′.
The following useful lemma showcases the use of a correspondence to bound a pointed

Gromov–Hausdorff distance.

LEMMA A.2. Let f and g be two excursion functions on [0, σ ], and let s1, . . . , sk, s
′
1, . . . ,

s′
k be points in [0, σ ]. Then

dk
GH

((
Tf ,pf (s1), . . . , pf (sk)

)
,
(
Tf ,pg

(
s′

1
)
, . . . , pg

(
s′
k

))) ≤ 2‖f − g‖ + ωδ(f ),

where δ = sup1≤i≤k |si − s′
i | and ωδ(f ) is the δ-modulus of continuity of f .
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PROOF. The relation R = {pf (s),pg(s)} ⊂ Tf × Tg is well-known to be a correspon-
dence, with dis(R) ≤ 4‖f − g‖. As in the proof of Theorem 7.3.25 in [4], we can then build
a metric d on the disjoint union Tf ∪ Tg which extends their intrinsic metrics by letting, for
s and s′ in [0, σ ],

d
(
pf (s),pf

(
s′)) = inf

t∈[0,σ ]

{
df (s, t) + dg

(
t, s′) + 1

2
dis(R)

}
.

It is then straightforward to verify that, under this embedding, dH(Tf ,Tg) ≤ 2‖f − g‖ and
d(pf (si),pg(s

′
i )) ≤ 2‖f − g‖ + ωδ(f ). �

We end this section with a formulation of the multiply pointed and measured Gromov–
Hausdorff–Prokhorov distance in terms of correspondences. Let X and X′ be compact metric
spaces with marked points (xi, i ∈ [k]) and (x′

i , i ∈ [k]) as well as Borel probability measures
(νi, i ∈ [l]) and (ν′

i , i ∈ [l]). We let R be the set of all correspondences R between X and
X′ such that xiRx′

i for i ∈ [k]. For i ∈ [l], let C(νi, ν
′
i ) be the set of couplings of νi and ν′

i ,
namely Borel probability measures on X × X′ which have νi and ν′

i as marginals on X and
X′ respectively. We then have

dk
GHP

((
X,

(
xi, i ∈ [k]), (

νi, i ∈ [l])), (
X′,

(
x′
i , i ∈ [k]), (

ν′
i , i ∈ [l])))

= inf
{
ρ > 0 : ∃R ∈ R(X,Y ),μi ∈ C

(
νi, ν

′
i

)
, i ∈ [l](21)

s.t. inf
i∈[l]μi(R) ≥ 1 − ρ,disR ≤ ρ

}
.
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[7] ERDŐS, P. and RÉNYI, A. (1960). On the evolution of random graphs. Magy. Tud. Akad. Mat. Kut. Intéz.
Közl. 5 17–61. MR0125031

[8] GABOW, H. N. (2000). Path-based depth-first search for strong and biconnected components. Inform. Pro-
cess. Lett. 74 107–114. MR1761551 https://doi.org/10.1016/S0020-0190(00)00051-X

[9] GRIMMETT, G. R. (1980/81). Random labelled trees and their branching networks. J. Aust. Math. Soc. A 30
229–237. MR0607933

https://mathscinet.ams.org/mathscinet-getitem?mr=2650781
https://doi.org/10.1214/EJP.v15-772
https://mathscinet.ams.org/mathscinet-getitem?mr=2892951
https://doi.org/10.1007/s00440-010-0325-4
https://mathscinet.ams.org/mathscinet-getitem?mr=1434128
https://doi.org/10.1214/aop/1024404421
https://mathscinet.ams.org/mathscinet-getitem?mr=1835418
https://doi.org/10.1090/gsm/033
http://arxiv.org/abs/arXiv:2002.04954
https://mathscinet.ams.org/mathscinet-getitem?mr=4410718
https://doi.org/10.1017/s096354832100033x
https://mathscinet.ams.org/mathscinet-getitem?mr=0125031
https://mathscinet.ams.org/mathscinet-getitem?mr=1761551
https://doi.org/10.1016/S0020-0190(00)00051-X
https://mathscinet.ams.org/mathscinet-getitem?mr=0607933
https://doi.org/10.1007/s00440-010-0325-4


THE SCALING LIMIT OF A CRITICAL RANDOM DIRECTED GRAPH 2065

[10] HAAS, B. and MIERMONT, G. (2012). Scaling limits of Markov branching trees with applications to Galton-
Watson and random unordered trees. Ann. Probab. 40 2589–2666. MR3050512 https://doi.org/10.
1214/11-AOP686

[11] HARRISON, J. M. (1985). Brownian Motion and Stochastic Flow Systems. Wiley Series in Probability and
Mathematical Statistics: Probability and Mathematical Statistics. Wiley, New York. MR0798279

[12] JANSON, S. (2007). Brownian excursion area, Wright’s constants in graph enumeration, and other Brownian
areas. Probab. Surv. 4 80–145. MR2318402 https://doi.org/10.1214/07-PS104

[13] KARATZAS, I. and SHREVE, S. E. (1991). Brownian Motion and Stochastic Calculus, 2nd ed.
Graduate Texts in Mathematics 113. Springer, New York. MR1121940 https://doi.org/10.1007/
978-1-4612-0949-2

[14] KARP, R. M. (1990). The transitive closure of a random digraph. Random Structures Algorithms 1 73–93.
MR1068492 https://doi.org/10.1002/rsa.3240010106

[15] KENNEDY, D. P. (1976). The distribution of the maximum Brownian excursion. J. Appl. Probab. 13 371–
376. MR0402955 https://doi.org/10.1017/s0021900200094468

[16] LE GALL, J.-F. (2005). Random trees and applications. Probab. Surv. 2 245–311. MR2203728
https://doi.org/10.1214/154957805100000140

[17] ŁUCZAK, T. (1990). The phase transition in the evolution of random digraphs. J. Graph Theory 14 217–223.
MR1053605 https://doi.org/10.1002/jgt.3190140210

[18] ŁUCZAK, T. and SEIERSTAD, T. G. (2009). The critical behavior of random digraphs. Random Structures
Algorithms 35 271–293. MR2548515 https://doi.org/10.1002/rsa.20283

[19] MIERMONT, G. (2009). Tessellations of random maps of arbitrary genus. Ann. Sci. Éc. Norm. Supér. (4) 42
725–781. MR2571957 https://doi.org/10.24033/asens.2108

[20] NORRIS, J. R. (1998). Markov Chains. Cambridge Series in Statistical and Probabilistic Mathematics 2.
Cambridge Univ. Press, Cambridge. MR1600720

[21] PAGNARD, C. (2017). Local limits of Markov branching trees and their volume growth. Electron. J. Probab.
22 Paper No. 95. MR3724563 https://doi.org/10.1214/17-EJP96

[22] REVUZ, D. and YOR, M. (1991). Continuous Martingales and Brownian Motion. Grundlehren der Mathe-
matischen Wissenschaften [Fundamental Principles of Mathematical Sciences] 293. Springer, Berlin.
MR1083357 https://doi.org/10.1007/978-3-662-21726-9

[23] TARJAN, R. (1972). Depth-first search and linear graph algorithms. SIAM J. Comput. 1 146–160.
MR0304178 https://doi.org/10.1137/0201010

https://mathscinet.ams.org/mathscinet-getitem?mr=3050512
https://doi.org/10.1214/11-AOP686
https://mathscinet.ams.org/mathscinet-getitem?mr=0798279
https://mathscinet.ams.org/mathscinet-getitem?mr=2318402
https://doi.org/10.1214/07-PS104
https://mathscinet.ams.org/mathscinet-getitem?mr=1121940
https://doi.org/10.1007/978-1-4612-0949-2
https://mathscinet.ams.org/mathscinet-getitem?mr=1068492
https://doi.org/10.1002/rsa.3240010106
https://mathscinet.ams.org/mathscinet-getitem?mr=0402955
https://doi.org/10.1017/s0021900200094468
https://mathscinet.ams.org/mathscinet-getitem?mr=2203728
https://doi.org/10.1214/154957805100000140
https://mathscinet.ams.org/mathscinet-getitem?mr=1053605
https://doi.org/10.1002/jgt.3190140210
https://mathscinet.ams.org/mathscinet-getitem?mr=2548515
https://doi.org/10.1002/rsa.20283
https://mathscinet.ams.org/mathscinet-getitem?mr=2571957
https://doi.org/10.24033/asens.2108
https://mathscinet.ams.org/mathscinet-getitem?mr=1600720
https://mathscinet.ams.org/mathscinet-getitem?mr=3724563
https://doi.org/10.1214/17-EJP96
https://mathscinet.ams.org/mathscinet-getitem?mr=1083357
https://doi.org/10.1007/978-3-662-21726-9
https://mathscinet.ams.org/mathscinet-getitem?mr=0304178
https://doi.org/10.1137/0201010
https://doi.org/10.1214/11-AOP686
https://doi.org/10.1007/978-1-4612-0949-2

	Introduction and main result
	Some graph theory
	Basic terminology
	The exploration process

	Back edges on discrete and continuum trees
	The discrete case
	The continuum case
	R-trees and notation
	Constructing the identiﬁcations
	The resulting strongly connected components


	The scaling limit
	Excursions of Brownian motion with parabolic drift
	Bounds for a single tree
	Some properties of the scaling limit

	Convergence of the strongly connected components
	The relationship between dG and the Gromov-Hausdorff distance
	The components originating from a single tree
	Convergence of the marked points
	Convergence of the marked graph
	Surplus edges do not contribute

	Proof of Theorem 1.3
	Convergence in the product topology
	Controlling the tail


	Further properties of the scaling limit
	Appendix: Gromov-Hausdorff distances
	Deﬁnitions
	Correspondences and their use

	Acknowledgments
	Funding
	References

