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ABSTRACT

In this paper, we address the problem of sequential Bayesian model selection. This problem does not usually admit any closed-form analytical solution. We propose here an original sequential simulation-based method to solve the associated Bayesian computational problems. This method combines sequential importance sampling, a resampling procedure and reversible jump MCMC moves. We describe a generic algorithm and then apply it to the problem of sequential Bayesian model order estimation of autoregressive (AR) time series observed in additive noise.

1 Introduction

Model selection is a fundamental data analysis task. It has many applications in various fields of science and engineering. Over the past two decades many of these problems have been addressed using information criteria such as AIC or MDL. The widespread use of these criteria is mainly due to their intrinsic simplicity. AIC and MDL are applied by evaluating two terms: a data term which requires the maximization of the likelihood and a penalty term on the complexity of the model. Within a Bayesian framework, model selection appears to be more difficult as it typically involves the evaluation of Bayes factors, which, in turn, require the computation of high-dimensional integrals with no closed-form analytical expression. These computational problems have limited the use of Bayesian model selection, except for the cases for which asymptotic expansions of the Bayes factors are valid [2], [5].

Markov chain Monte Carlo (MCMC) methods are a set of powerful stochastic algorithms that allow us to solve most of these Bayesian computational problems when the data are available in batches [16], [11], [1]. However, we address here the challenging problem of sequential Bayesian model selection, i.e., we are interested in performing Bayesian model selection recursively in time as data arrive. In this scenario, MCMC methods are not applicable. Monte Carlo (MC) methods that perform sequential Bayesian estimation have been recently developed [3], [6], [12] following the seminal article of Gordon et al. [10]. These methods are not well adapted to Bayesian model selection. One obvious solution consists of running a sequential MC method for each candidate model. Unfortunately, it is firstly very computationally intensive and secondly the same computational effort is attributed to each model. In fact, some of these models are of no interest in practice because they have a very weak posterior model probability. In this paper, we develop a sequential MC method to perform Bayesian model selection. Our on-line simulation-based estimation scheme combines sequential importance sampling, a selection scheme and reversible jump MCMC moves. It allows us to run a single algorithm which concentrates itself on the model orders of interest.

The article is organized as follows. Section 2 formally presents the signal model and estimation objectives. In Section 3, we propose a generic simulation-based method to perform sequential Bayesian estimation and discuss the related implementation issues. In Section 4, we apply the proposed algorithm to sequential Bayesian model order selection of AR models observed in Gaussian noise. Finally, in Section 5, we discuss the results.

2 Problem Formulation

In this section we describe our signal model and then state the estimation objectives.

2.1 Signal Model

For any sequence \( z_t \), we denote \( z_{i:j} \triangleq \{ z_i, z_{i+1}, \ldots, z_j \} \) if \( i < j \) and \( z_{i:j} \triangleq \{ z_i, z_{i-1}, \ldots, z_j \} \) if \( i > j \). Let us assume that we have a finite set of candidate models \( M_k \), \( k = 1, \ldots, k_{\text{max}} \) for the data \( y_{1:t} \). For each candidate model, there is, at time \( t \), a corresponding set of unknown parameters \( \alpha_{k,0:t} \in \Omega_{k,0:t} \). We assume that these parameters are random with a given prior distribution. We define the following joint distribution

\[
p(k, \alpha_{k,0:t}, y_{1:t}) = p(y_{1:t} | k, \alpha_{k,0:t}) p(\alpha_{k,0:t} | k) p(k)
\]

\[
p(y_{1:t} | k, \alpha_{k,0:t})
\]

is the likelihood function, \( p(\alpha_{k,0:t} | k) \) is the prior parameter distribution and \( p(k) \) is the prior model
We adopt the following hierarchical prior distribution

\[ p_k = \alpha_k, \sigma_k, \alpha_{W,k}, \delta^2 \]

where we denote \( \alpha_k = (\alpha_{1,k}, \ldots, \alpha_{W,k})^T \). We assume that \( x_{-k_{\text{max}}-1} = 0_{k_{\text{max}} 	imes 1}, v_i \sim N(0, 1) \) and \( u_i \sim N(0, 1) \) are mutually independent sequences. The model order \( k \) is unknown. These methods have been developed in a framework of sequential Bayesian estimation based on a combination of computational methods. Most of the current computational methods to perform sequential Bayesian estimation and resampling procedures; see [6], [12] for some recent reviews on the subject. These methods have been developed in a framework where the model is assumed known. We present here the Bayesian importance sampling method in the case of unknown models and introduce reversible jump MCMC algorithms. In the algorithm, in the first subsection, we describe a generic algorithm. Subsequently, we discuss the implementation issues in more details.

### 3.1 A generic algorithm

Even if \( k \) is a fixed parameter over time, we use \( k_t^{(i)} \) to denote the value of \( k \) simulated at time \( t \) and associated to the \( i^{th} \) particle. Let \( \alpha_{k,t} \) denote the set of parameters in \( \alpha_{k,t} \) but not in \( \alpha_{k,0:t-1} \) (note this set can be empty for some problems). We introduce an importance distribution for this set of parameters denoted \( q(\alpha_{k,-t} | y_{1:t}, k_t^{(i)}, \alpha_{k,0:t-1}) \). It is such that the support of \( p(\alpha_{k,0:t-1}, k_t^{(i)} | y_{1:t-1}) \) is included in the one of \( p(\alpha_{k,0:t-1}, k_t^{(i)} | y_{1:t}) \) \( q(\alpha_{k,-t} | y_{1:t}, k_t^{(i)}, \alpha_{k,0:t-1}) \).

Given, at time \( t-1 \), \( N \) particles \( \alpha_{k,0:t-1}^{(i)}, k_t^{(i)} \) distributed approximately according to \( p(\alpha_{k,0:t-1}, k_t^{(i)} | y_{1:t-1}) \), the algorithm proceeds as follows as time \( t \) to obtain \( N \) particles \( \alpha_{k,0:t}^{(i)}, k_t^{(i)} \) distributed approximately according to \( p(\alpha_{k,0:t}, k_t^{(i)} | y_{1:t}) \).

### 3.2 Implementation Issues

#### 3.2.1 Bayesian importance sampling step

- For \( i = 1, \ldots, N \), sample

\[ \tilde{\alpha}_{k,-t}^{(i)} \sim q(\alpha_{k,-t} | y_{1:t}, k_t^{(i)}, \alpha_{k,0:t-1}) \]

and

\[ \tilde{\alpha}_{k,0:t-1}^{(i)}, \tilde{k}_t^{(i)} \sim \alpha_{k,0:t-1}^{(i)}, \alpha_{k,0:t-1}^{(i)} \]

- For \( i = 1, \ldots, N \), evaluate the importance weights up to a normalizing constant:

\[
\bar{w}_t^{(i)} = \frac{p(\tilde{\alpha}_{k,0:t}^{(i)}, \tilde{k}_t^{(i)} | y_{1:t})}{p(\alpha_{k,0:t-1}^{(i)}, \tilde{k}_t^{(i)} | y_{1:t-1}) q(\alpha_{k,-t}^{(i)} | y_{1:t}, \tilde{k}_t^{(i)}, \alpha_{k,0:t-1})}
\]

- For \( i = 1, \ldots, N \), normalize the importance weights:

\[
\bar{w}_t^{(i)} = \left[ \sum_{j=1}^{N} \bar{w}_t^{(j)} \right]^{-1} \bar{w}_t^{(i)}
\]
sample is defined on a simple set with a unique dominating measure [8]. In our case, this distribution is defined on an union of distinct subspaces, i.e.,
\[ \pi(\alpha_{k,0:t}, k) = \sum_{l=1}^{k_{\text{max}}} \pi_l(\alpha_{l,0:t}, l) \Pi_{\Omega_{l,0:t} \times \{l\}}(\alpha_{k,0:t}, k) \]

Let us introduce the following importance distribution
\[ q(\alpha_{k,0:t}, k) = \sum_{l=1}^{k_{\text{max}}} q_l(\alpha_{l,0:t}, l) \Pi_{\Omega_{l,0:t} \times \{l\}}(\alpha_{k,0:t}, k) \]

where the support of \( q_l(\alpha_{l,0:t}, l) \) includes the support of \( \pi_l(\alpha_{l,0:t}, l) \) for \( l = 1, \ldots, k_{\text{max}} \). Then \( \pi(\alpha_{k,0:t}, k) \) is equal to
\[ \frac{\sum_{l=1}^{k_{\text{max}}} w_l(\alpha_{l,0:t}, l) q_l(\alpha_{l,0:t}, l) \Pi_{\Omega_{l,0:t} \times \{l\}}(\alpha_{k,0:t}, k)}{\sum_{l=1}^{k_{\text{max}}} \int_{\Omega_{l,0:t}} w_l(\alpha_{l,0:t}, l) q_l(\alpha_{l,0:t}, l) d\alpha_{l,0:t}} \]

where
\[ w_l(\alpha_{l,0:t}, l) = \frac{\pi_l(\alpha_{l,0:t}, l)}{q_l(\alpha_{l,0:t}, l)} \]

Let us assume that we have \( N \) samples \( (\alpha_{k,0:t}^{(i)}, k^{(i)}) \), \( i = 1,\ldots,N \), distributed according to \( q(\alpha_{k,0:t}, k) \), then the Bayesian importance sampling method gives us the following point mass approximation \( \hat{\pi}(\alpha_{k,0:t}, k) \) of \( \pi(\alpha_{k,0:t}, k) \)
\[ \sum_{l=1}^{I_{\text{t}}} w_l(\alpha_{l,0:t}, l) \delta(\alpha_{l,0:t}, (i)) (d\alpha_{k,0:t}, k) \]

with \( I_{\text{t}} = \{ i \in \{1,\ldots,N\} \mid (\alpha_{k,0:t}^{(i)}, k^{(i)}) \in \Omega_{l,0:t} \times \{l\} \} \). Equations (3) and (4) follow.

### 3.2.2 Selection step

A selection scheme associates to each particle \( (\tilde{\alpha}_{k,0:t}^{(i)}, \tilde{k}^{(i)}) \) a number of “children”, say \( N_i \in \mathbb{N} \), such that \( \sum_{i=1}^{N} N_i = N \). We describe some interesting selection schemes proposed in the literature. These schemes satisfy \( \mathbb{E}[N_i] = N \tilde{w}^{(i)} \) but their performance varies in terms of \( \text{var}[N_i] \).

#### Sampling Importance Resampling (SIR)/Multinomial Sampling procedure:

This procedure, originally introduced by Gordon et al. [10], is the most popular one. One samples \( N \) times from \( \sum_{i=1}^{N} \tilde{w}_t^{(i)} \delta(\tilde{\alpha}_{k,0:t}^{(i)}, \tilde{k}^{(i)}) (d\alpha_{k,0:t}, k) \) to obtain \( (\alpha_{k,0:t}^{(i)}, k^{(i)}) ; i = 1,\ldots,N \). This is equivalent to drawing jointly \( (N_i ; i = 1,\ldots,N) \) according to a multinomial distribution of parameters \( N \) and \( \tilde{w}_t^{(i)} \). This procedure can be implemented in \( O(N) \) iterations [6], [14] according to [15, pp. 96]. However, as pointed out in [4] and [12], it is better to use selection schemes with a limited variance.

#### Residual Resampling:

This procedure performs as follows, see [12] for further details. Let \( \tilde{N}_t = \lfloor N \tilde{w}_t^{(i)} \rfloor \) then perform a SIR procedure to select the remaining \( N_t = N - \sum_{i=1}^{N} N_i \) samples with the new weights \( \tilde{w}_t^{(i)} = \frac{1}{N_t} \lfloor N \tilde{w}_t^{(i)} - \tilde{N}_t \rfloor \), finally add the results to the current \( \tilde{N}_t \). For this scheme \( \text{var}[N_i] \) is smaller than the one given by the SIR scheme. Moreover, this procedure is computationally cheaper.

#### Systematic Sampling [4]:

This method introduces a variance on \( N_i \) even smaller than the residual resampling scheme. However, its computational complexity is \( O(N) \).

Actually, the restriction \( \mathbb{E}[N_i] = N \tilde{w}_t^{(i)} \) is unnecessary to obtain convergence results. So it is possible to use biased but very quick selection schemes.

### 3.2.3 MCMC steps

After the selection scheme at time \( t \), we obtain \( N \) particles distributed marginally approximately according to \( p(\alpha_{k,0:t}, k | y_{1:t}) \). In practice, a skewed importance weights distribution implies that many particles have had no children, i.e. \( N_i = 0 \), whereas others have had a large number of children, the extreme case being \( N_i = N \). In these cases, there is a severe depletion of samples. A strategy for improving the results consists of introducing MCMC steps of invariant distribution \( p(\alpha_{k,0:t}, k | y_{1:t}) \) on each particle [4], [7], [9], [13]. The basic idea is that, by applying a Markov transition kernel, the total variation of the current distribution with respect to the invariant distribution can only decrease. Note, however, that we do not require this kernel to be ergodic. Actually it is possible to generalize this idea and to introduce MCMC steps on the product space with an invariant distribution \( \prod_{i=1}^{N} p(\alpha_{k,0:t}, k | y_{1:t}) \), that is apply MCMC steps on the whole population of particles. In doing so, it allows us to introduce the algorithms developed in parallel MCMC computation. In this paper, we limit ourselves to the use of simple MCMC transitions steps on each particle. In particular, we propose to use reversible jump MCMC steps [11], [1] so as to allow the particles to move from one subspace to the others.

### 3.2.4 Remark

At first sight, the generic algorithm described above can appear intractable as it seems that it requires to keep in memory at time \( t \) the simulated trajectories from time \( 0 \) to time \( t \). This is not necessary in many cases of interest, where only a set of sufficient statistics of highly reduced and fixed dimension has to be kept in memory.

### 4 Application to sequential AR model order selection

Let us consider the model specified by Eq. (1) to (2). We want to estimate recursively in time the joint distribution
conditional distributions, i.e., we sample successively from the fixed hyperparameters are updated according to their full
where

\[ x_t \sim N(\mu_t, \sigma_t^{2}) \]

where

\[ \mu_t = \frac{y_t}{\sigma_v^{2}} + \frac{\sigma_v^{2}m_t}{\sigma_v^{2}} \]

and set \( x_{0:t}^{(i)} = (x_{0:t-1}^{(i)}, x_{t}^{(i)}) \). Then

\[ \sigma_w^{2} \sim IG\left(\frac{m_0+t}{2}, \frac{\gamma_0}{2}\right) \]

\[ \sigma_v^{2} \sim IG\left(\frac{m_0+t}{2}, \frac{\gamma_0+m_0v_0}{2}\right) \]

Finally

\[ \delta_t^{2} \sim IG\left(\frac{n_0+k_t^{(i)}}{2}, \frac{m_0+k_t^{(i)}\gamma_0}{2}\right) \]

\textbf{Birth/Death moves.} These moves perform dimension changes respectively from \( k_t^{(i)} \) to \( k_t^{(i)} + 1 \) and to \( k_t^{(i)} = k_t^{(i)} - 1 \). When we propose to move from dimension \( k_t^{(i)} \) to dimension \( k^* \), each move is accepted with the following acceptance probability

\[ \alpha_{k_t^{(i)} \rightarrow k^*} = \begin{cases} 1, & \frac{p(k^*, \delta^{2} | x_{0:t}^{(i)})}{p(k_t^{(i)}, \delta^{2} | x_{0:t}^{(i)})} \\ 0, & \text{otherwise} \end{cases} \]

where

\[ p(k, \delta^{2} | x_{0:t}^{(i)}) \propto \exp\left(-\frac{y_0 + x_{1:t}^{i}P_{a,t}x_{1:t}^{i} - (t+v_0)/2}{\Sigma_{a,t}^{-1/2}(2\delta^2)^{(n_0+k)/2-1}} \right) \]

If the move is accepted then \( k_t^{(i)} = k^* \) and the parameters are updated according to Eq. (5) to (9). Otherwise, there is no modification.

It is not necessary to keep in memory \( x_{0:t}^{(i)} \) in this example. One only needs to store the following set of sufficient statistics: \( \sum_{t=1}^{T} x_{1:t}^{i}x_{1:t}^{i} \), \( \sum_{t=1}^{T} x_{1:t}^{i}x_{1:t}^{i} \) and \( \sum_{t=1}^{T} y_{t} - x_{t}^{i} \)².

\[ \sigma_v \sim IG\left(n_0 + 2, m_0 + 1\right) \]

\[ \sigma_w \sim IG\left(n_0 + 1, m_0 \right) \]

\[ \gamma_0 \sim IG\left(1, n_0 + 1\right) \]

\[ \delta_0 \sim IG\left(n_0 + 2, m_0 \right) \]

\[ y_0 \sim IG\left(1, n_0 + 1\right) \]

\[ x_0 \sim IG\left(n_0 + 1, m_0 \right) \]

\[ x_{0:t}^{(i)} \sim N(\mu_t, \sigma_t^{2}) \]

We simulated \( T = 150 \) observations of an AR (2) model with a pair of conjugate polies 0.9e+0.3 (i.e. \( a_1 = -1.72 \) and \( a_2 = 0.81 \), \( \sigma_v = 0.2 \) and \( \sigma_w = 0.1 \). For the parameters of the signal, we set \( \tilde{k}_{\text{max}} = 5, \nu_0 = 2, \gamma_0 = 0.01, n_0 = 0.1 \) and \( y_0 = 0.1 \). We ran the algorithm with \( N = 50000 \) particles. In Fig. 1, we present the estimated probability distribution \( p(k | y_{0:t}) \). It clearly appears that \( k = 2 \) is the selected model order. We present respectively in Fig. 2 and in Fig. 3 the MMSE estimates \( \mathbb{E}[a_1, a_2 | y_{1:t}, k = 2] \) and the MMSE estimates \( \mathbb{E}[\sigma_v | y_{1:t}, k = 2], \mathbb{E}[\sigma_w | y_{1:t}, k = 2] \).
5 Discussion

In this paper, we have proposed a simulation-based approach to perform sequential Bayesian model selection. Our method combines sequential Monte Carlo methods and reversible jump MCMC methods. It can be interpreted as an extension of [4], [9] and [13] to model selection. Although it is computationally intensive, it can be straightforwardly implemented on parallel computers. In a simple case, we obtained satisfactory results. However, we think that several major problems still have to be addressed to make such a methodology efficient for more complex cases. Even in the fixed-dimension case, we observed a drift of the estimated fixed-parameters for long simulations, i.e. \( T \gg 1 \). This phenomenon has not been reported previously in the literature where shorter time series were processed. In our opinion, this problem is related to the fact that there is an accumulation over time of the Monte Carlo errors. It is likely that one cannot establish a uniform (in time) convergence result for such an algorithm; the system does not forget its past contrary to [7] for example. A practical, but not entirely satisfactory, way of solving this problem consists of introducing an artificial time-varying model. Other approaches are under study.
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