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1. (a) [4 marks] Consider the normal linear model

y = Xβ + ε

where y = (y1, . . . , yn)T , where X is an n × p design matrix of rank p, where β =
(β1, . . . , βp) is vector of unknown parameters, and where ε = (ε1, . . . , εn)T with εi ∼
N(0, σ2) and independent for i = 1, . . . , n.

(i) Give the maximum likelihood estimator β̂ in terms of X and y, define the residual
sum of squares, and state their joint distribution.

(ii) Explain how to test the hypothesis βi = 0 against the alternative βi 6= 0.

(b) [8 marks] Figure (A) shows lean body mass LBM (in kilograms) plotted against Height (in
centimetres) for 44 athletes. Each athlete plays one of three sports (basketball, rowing,
swimming), recorded in the categorical variable Sport which has three levels, BBall (the
baseline level), Row and Swim.

(i) Give a complete mathematical specification of the normal linear model

H1 : LBM ∼ Height + Sport + Height:Sport

(ii) The residual sum of squares for model H1 is 598.1. The model

H0 : LBM ∼ Height + Sport

has a residual sum of squares of 610.5. Carry out a test, at significance level 5%, of
the null hypothesis H0 against the alternative H1.

(iii) Figures (B)–(E) are plots for the fit to model H0. Comment briefly on each of the
four plots in relation to goodness of fit. Identify any outliers and recommend what if
any follow-up analysis should be done.

(c) [4 marks] Consider the following output for model H0.

Coefficient Estimate Std. Error

Intercept β̂1 −51.83 16.41

Height β̂2 0.59 0.09

Row β̂3 3.79 1.39

Swim β̂4 5.25 1.47

Correlation of Coefficients:

Intercept Height Row

Height -1.00

Row -0.27 0.22

Swim -0.47 0.44 0.74

For athletes of the same height:

(i) test the hypothesis that rowers have a larger LBM than basketball players

(ii) test whether there is a difference in LBM between rowers and swimmers.

(d) [6 marks] Recall the general setup in (a) where X is an n×p design matrix for p variables.
Let Z be an n× q design matrix for q further variables. Suppose the columns of X and Z
are orthogonal so that ZTX = 0q×p. Suppose we fit the model

M0 : y = Xβ + ε

when the true model is

M1 : y = Xβ + Zγ + ε

where γ is a q-component parameter vector. Let RSS be the residual sum of squares for
the fitted model M0. Show that

E(RSS) = (n− p)σ2 + γTZTZγ

and comment on the implications of this result for model selection.
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(A) LBM plotted against Height.
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(B) Studentised residuals plotted against fitted
values.
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(C) Normal quantile-quantile plot of studen-
tised residuals.
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(D) Leverage plotted against data index.
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(E) Cook’s distance plotted against data index.
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2. (a) [5 marks] Let Y1, . . . , Yn be discrete random variables distributed according to an expo-
nential family (EF) distribution. State the probability mass function of Yi in terms of
the canonical parameter θi, the dispersion parameter φ, and functions κ(θi) and c(yi;φ).
Prove that E(Yi) = κ′(θi) and V (Yi) = φκ′′(θi).

(b) [2 marks] Let φ = 1, let xi be a 1×p vector of explanatory variables, let β be a p×1 vector
of parameters, and let ηi = g(µi) = xiβ, where µi = E(Yi). What is the relationship
between g and κ if g is a canonical link function?

(c) [3 marks] Show that if Yi has a Poisson(λ) distribution, then its PDF can be written in
the EF form. Determine θi and φ. Find the mean µi, the variance function V (µi), and
the canonical link function.

(d) [12 marks] A study was carried out to assess the effect of newly installed speed cameras
on the number of road accidents. The response is the number of accidents, in a given
year, at a particular location. Four locations were considered, two with speed cameras
(cameras = 1) and two without (cameras = 0), and the number of accidents per year was
recorded for a 10 year period (time = 0, 1, . . . , 9).

(i) Show how to set up a generalised linear model for this data, specifying the distribu-
tion, mean, canonical link function and linear predictor. A Poisson GLM was fit to
the data and the following output was obtained:
Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 4.05905 0.06992 58.056 < 2e-16 ***

I(time) -0.06291 0.01218 -5.164 2.42e-07 ***

cameras 0.08434 0.10720 0.787 0.431

I(time):cameras -0.13262 0.02095 -6.330 2.45e-10 ***

---

Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Null deviance: 311.895 on 39 degrees of freedom

Residual deviance: 57.286 on 36 degrees of freedom

(ii) Calculate the effect of cameras on the number of accidents and comment on this.

(iii) Define a goodness of fit test that can be used given the information above.
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A plot of the standardised deviance residuals against the fitted values is given below.

(iv) Define the standardised deviance residuals and comment on the plot with respect to
the suitability of the model.
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3. (a) [6 marks] Let X1, . . . , Xn be independent and identically distributed real-valued random
variables with unknown cumulative distribution function (cdf) F .

(i) Define the empirical cdf Fn of the random sample (X1, . . . , Xn).

(ii) Show that Fn(x) is an unbiased and consistent estimator of F (x) for any x ∈ R. [You
can use without proof any standard result from Probability.]

(b) [5 marks] Let Tn = t(X1, . . . , Xn) be some estimator. Describe how to estimate Var(Tn)
using the nonparametric bootstrap.

(c) [6 marks] Assume that the mean µ := E(Xi) is known, and E(X4
i ) < ∞. Consider the

estimator

Tn =
1

n

n∑
i=1

(Xi − µ)2.

Let T ∗n be a nonparametric bootstrap sample. Show that

EFn(T ∗n) :=E(T ∗n |X1, . . . , Xn)

=Tn

and

VarFn(T ∗n) :=Var(T ∗n |X1, . . . , Xn)

=

∑n
i=1(Xi − µ)4

n2
− T 2

n

n
.

(d) [5 marks] Deduce that the bootstrap estimators EFn(T ∗n) and VarFn(T ∗n) are consistent
estimators of E(Tn) and Var(Tn) respectively.
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4. Let Z = (X,Y ) be the combined sample of Xi, i = 1 . . . , n, and Yj , j = 1, . . . ,m. Assume that
X ∼ F and Y −∆ ∼ F for some arbitrary distribution F where ∆ is the location shift.

(a) [4 marks] Explain carefully how to test H0 : ∆ = 0 against H1 : ∆ 6= 0 using the Wilcoxon
test statistic W .

(b) [4 marks] The table below shows the systolic blood pressure (mm Hg) of 12 patients,
where 6 are in a treatment group and 6 are in a control group.

Control 122 130 117 132 114 128
Treated 120 118 123 102 98 125

(i) Calculate the Wilcoxon rank statistic based on the difference of blood pressure be-
tween the treated and control patients.

(ii) Test the hypothesis that the treatment has no effect on blood pressure using the
normal approximation of the test statistic where:

E(W ) =
m(n+m+ 1)

2

V (W ) =
nm(n+m+ 1)

12
.

(c) [10 marks] Consider the Lehmann-Hodges estimator

(i) Define the Lehmann-Hodges estimator for a general test.

(ii) Derive the Lehmann-Hodges estimator ∆̂ for the Wilcoxon test using the normal
approximation.

(iii) Show that this estimator can also be written as:

∆̂ = median{Yj −Xi, 1 6 i 6 n, 1 6 j 6 m}.

(d) [4 marks] Consider the following output from R:

> wilcox.test(x,y,exact=T,conf.int = T)

Wilcoxon rank sum test

data: x and y

W = 26, p-value = 0.2403

alternative hypothesis: true location shift is not equal to 0

95 percent confidence interval:

-4 26

sample estimates:

difference in location

8.5

(i) Explain why the p-value obtained here is different from what you would have got in
your analysis in part (b).

(ii) What changes would you need to make to the command line to get the same results
as in part (b)?

(iii) Explain fully how one might calculate the 95% confidence interval for ∆̂.
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