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Figure 12.1: Kaplan-Meier estimates of survival in maintenance (black) and non-maintenance
groups in the AML study.
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Figure 12.2: Greenwood’s estimate of 95% confidence intervals for survival in maintenance group
of the AML study.
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Table 15.1: Output of the coxph function run on the aml data set.

coxph(formula = Surv(time, status) ∼ x, data = aml)
coef exp(coef) se(coef) z p

×Nonmaintained 0.916 2.5 0.512 1.79 0.074

Likelihood ratio test=3.38 on 1 df p=0.0658 n= 23

The z is simply the Z-statistic for testing the hypothesis that β = 0, so z = β̂/SE(β̂). We
see that z = 1.79 corresponds to a p-value of 0.074, so we would not reject the null hypothesis
at level 0.05.

We show the estimated baseline hazard in Figure 15.2; the relevant numbers are given in
Table 15.2. For example, the first hazard, corresponding to t1 = 5, is given by

ĥ0(5) =
1

12eβ̂ + 11
+

1

11eβ̂ + 11
= 0.050,

substituting in β̂ = 0.9155.

Table 15.2: Computations for the baseline hazard LME for the AML data, in the proportional
hazards model, with maintained group as baseline, and relative risk eβ̂ = 2.498.

Maintenance Non-Maintenance Baseline
(control)

ti nM
i dM

i nN
i dN

i ĥ0(ti) Ĥ0(ti) S̃0(ti)

5 11 0 12 2 0.050 0.050 0.951
8 11 0 10 2 0.058 0.108 0.898
9 11 1 8 0 0.032 0.140 0.869
12 10 0 8 1 0.033 0.174 0.841
13 10 1 7 0 0.036 0.210 0.811
18 8 1 6 0 0.043 0.254 0.776
23 7 1 6 1 0.095 0.348 0.706
27 6 0 5 1 0.054 0.403 0.669
30 5 0 4 1 0.067 0.469 0.625
31 5 1 3 0 0.080 0.549 0.577
33 4 0 3 1 0.087 0.636 0.529
34 4 1 2 0 0.111 0.747 0.474
43 3 0 2 1 0.125 0.872 0.418
45 3 0 1 1 0.182 1.054 0.348
48 2 1 0 0 0.500 1.554 0.211
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later. One way to detect such an effect is with a test statistic to which fluctuations contribute
only their absolute values. For instance, we could use the standard χ2 statistic

X :=
m∑

i=1

k∑
j=1

(Oij − Eij)2

Eij
.

Asymptotically, this should have the χ2 distribution with (k − 1)m degrees of freedom. Of
course, if the number of groups k = 2, this is the same as

X :=
m∑

i=1

(Oi1 − Ei1)2

di
ni1
ni

(1− ni1
ni

)
.

16.3 The AML example

We can use these tests to compare the survival of the two groups in the AML experiment
discussed in section 12.3. The relevant quantities are tabulated in Table 16.1.

Time ni1 ni2 di1 di2 σ2
i Peto weight

5 11 12 0 2 0.476 0.958
8 11 10 0 2 0.474 0.875
9 11 8 1 0 0.244 0.792

12 10 8 0 1 0.247 0.750
13 10 7 1 0 0.242 0.708
18 8 6 1 0 0.245 0.661
23 7 6 1 1 0.456 0.614
27 6 5 0 1 0.248 0.519
30 5 4 0 1 0.247 0.467
31 5 3 1 0 0.234 0.416
33 4 3 0 1 0.245 0.364
34 4 2 1 0 0.222 0.312
43 3 2 0 1 0.240 0.260
45 3 1 0 1 0.188 0.208

Table 16.1: Data for testing equality of survival in AML experiment.

When the weights are all taken equal, we compute Z = −1.84, whereas the Peto weights —
which reduce the influence of later observations — give us Z = −1.67. This yields one-sided
p-values of 0.033 and 0.048 respectively — a marginally significant difference — or two-sided
p-values of 0.065 and 0.096.

Applying the χ2 test yields X = 16.86, which needs to be compared to χ2 with 14 degrees of
freedom. The resulting p-value is 0.24, which is not at all significant. This should not be seen
as surprising: The differences between the two survival curves are clearly mostly in the same
direction, so we lose power when applying a test that ignores the direction of the difference.


