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1. Let{Xt} be the ARMA(1, 1) process,

Xt − φXt−1 = ǫt + θǫt−1, {ǫt} ∼ WN(0, σ2),

where|φ| < 1 and|θ| < 1. Show that the acf of{Xt} is given by

ρ(1) =
(1 + φθ)(φ + θ)

1 + θ2 + 2φθ
, ρ(h) = φh−1ρ(1) for h > 1.

Solution: FromE(Xt) = φE(Xt−1), and usingφ < 1 and stationarity we getE(Xt) = E(Xt−1) = 0.

For k > 2: multiplying Xt = φXt−1 + ǫt + θǫt−1 by Xt−k and taking expectations we getγk = φγk−1, and
henceγk = φk−1γ1 for k > 2.

Multiplying the same equation byXt and taking expectations we get

γ0 = φγ1 + E[Xt(ǫt + θǫt−1)]

and

Xt = φXt−1 + ǫt + θǫt−1 = φ[φXt−2 + ǫt−1 + θǫt−2] + ǫt + θǫt−1

= φ2Xt−2 + φǫt−1 + φθǫt−2 + ǫt + θǫt−1

so

γ0 = φγ1 + E[(φ2Xt−2 + φǫt−1 + φθǫt−2 + ǫt + θǫt−1)(ǫt + θǫt−1)]

= φγ1 + σ2[φθ + 1 + θ2].

Also

γ1 = E(XtXt+1) = E[Xt(φXt + ǫt+1 + θǫt)]

= φγ0 + E[(φXt−1 + ǫt + θǫt−1)(ǫt+1 + θǫt)] = φγ0 + θσ2.

We can now solve the two equations involvingγ0, γ1, and then findγk, and henceρk, as required.

2. Consider a process consisting of a linear trend plus an additive noise term,

Xt = β0 + β1t + ǫt

whereβ0 and β1 are fixed constants, and where theǫt are independent random variables with zero means
and variancesσ2. Show thatXt is non-stationary, but that the first difference series∇Xt = Xt − Xt−1 is
second-order stationary, and find the acf of∇Xt.

Solution: E(Xt) = E(β0 + β1t + ǫt) = β0 + β1t which depends ont, henceXt is non-stationary.

Let Yt = ∇Xt = Xt − Xt−1. Then

Yt = β0 + β1t + ǫt − {β0 + β1(t − 1) + ǫt−1} = β1 + ǫt − ǫt−1.

So

cov(Yt, Yt+k) = cov(ǫt − ǫt−1, ǫt+k − ǫt+k−1)

= E(ǫtǫt+k − ǫt−1ǫt+k − ǫtǫt+k−1 + ǫt−1ǫt+k−1)

=











2σ2 k = 0

−σ2 k = 1

0 k > 2.
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HenceYt is stationary and its acf is

ρk = =











1 k = 0

− 1

2
k = 1

0 k > 2.

3. Let{St, t = 0, 1, 2, . . . } be the random walk with constant driftµ, defined byS0 = 0 and

St = µ + St−1 + ǫt, t = 1, 2, . . . ,

whereǫ1, ǫ2, . . . are independent and identically distributed random variables with mean 0 and varianceσ2.
Compute the mean ofSt and the autocovariance of the process{St}. Show that{∇St} is stationary and
compute its mean and autocovariance function.

Solution:

St = ǫt + µ + St−1 = ǫt + µ + ǫt−1 + µ + St−2

= ǫt + ǫt−1 + 2µ + St−2 = · · · =

t−1
∑

j=0

ǫt−j + tµ + S0

SoE(St) = 0 + tµ + 0 = tµ. Thus the mean depends ont, the process is not stationary.

For the autocovariance ofSt, the autocovariance at lagk is

E[{St − tµ}{St+k − (t + k)µ}] = E(
t−1
∑

j=0

ǫt−j

t+k−1
∑

i=0

ǫt+k−i) =
t−1
∑

j=0

E(ǫt−jǫt−j) = tσ2

since, when moving from the first line to the second line of theabove display,E(ǫt−jǫt+k−i) = 0 unless
i = j + k.

Note: fork = 0, . . . , t − 1,

Cov(St, St−h) = Cov





t−1
∑

j=0

ǫt−j ,

t−h−1
∑

i=0

ǫt−i



 =
t−1
∑

j=0

t−h−1
∑

j=0

Cov(ǫt−j , ǫt−i)

= (t − h)σ2.

Yt = ∇St = St − St−1 = µ + ǫt, which is clearly stationary as the observations are independent; we have
E(Yt) = µ andV ar(Yt) = σ2.

For the autocovariance ofYt, noteYt − µ = ǫt, and similarlyYt′ − µ = ǫt′ , and so fort 6= t′ eachYt depends
on a differentǫt, and therefore cov(Yt, Yt′) = 0 for all t 6= t′. So the autocovariance function isσ2 at lag 0, and
is zero at all other lags.

4. If
Xt = a cos(λt) + ǫt

whereǫt ∼ WN(0, σ2), and wherea andλ are constants, show that{Xt} is not stationary.

Solution: E(Xt) = E(a cos(λt) + ǫt) = a cos(λt), which depends ont, soXt is not stationary.
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