
Time Series Problem Sheet 2 HT 2010

1. Consider the process
Xt = a cos(λt + Θ)

whereΘ is uniformly distributed on(0, 2π), and wherea andλ are constants.
Is this process stationary? Find the autocorrelations and the spectrum ofXt.

[To find the autocorrelations you may want to use the identitycos α cos β =
1

2
{cos(α + β) + cos(α − β)}.]

2. Find the Yule-Walker equations for the AR(2) process

Xt = 1

3
Xt−1 + 2

9
Xt−2 + ǫt

whereǫt ∼ WN(0, σ2). Hence show that this process has autocorrelation func-
tion
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[To solve an equation of the formaρk + bρk−1 + cρk−2 = 0, try ρk = Aλk

for some constantsA andλ: solve the resulting quadratic equation forλ and
deduce thatρk is of the formρk = Aλk

1
+ Bλk

2
whereA andB are constants.]

3. Let{Yt} be a stationary process with mean zero and leta andb be constants.

(a) If Xt = a + bt + st + Yt wherest is a seasonal component with period 12,
show that∇∇12Xt = (1 − B)(1 − B12)Xt is stationary.

(b) If Xt = (a+bt)st +Yt wherest is again a seasonal component with period
12, show that∇2

12
Xt = (1 − B12)(1 − B12)Xt is stationary.

4. Consider the univariate state-space model given by state conditionsX0 = W0,
Xt = Xt−1 + Wt, and observationsYt = Xt + Vt, t = 1, 2, . . . , whereVt and
Wt are independent, Gaussian, white noise processes with var(Vt) = σ2

V
and

var(Wt) = σ2

W
. Show that the data follow an ARIMA(0,1,1) model, that is,

∇Yt follows an MA(1) model. Include in your answer an expressionfor the
autocorrelation function of∇Yt in terms ofσ2

V
andσ2

W
.
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