Time Series Problem Sheet 1 HT 2010
1. Let{X,} be the ARMA(1, 1) process,
Xt — ¢Xt_1 = € -+ QEt_l, {Et} ~ WN(O7 0'2),

where|¢| < 1 and|f| < 1. Show that the autocorrelation function X} is
given by

(1 +¢0)(¢+9)
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2. Consider a process consisting of a linear trend plus anieeldbise term, that
is,
Xi = Bo + Bit + ¢

where(, and; are fixed constants, and where thare independent random
variables with zero means and varianeés Show thatX, is non-stationary,
but that the first difference seri®8X,; = X; — X;_; is second-order stationary,
and find the acf oWV X,.

3. Let{S;,t =0,1,2,...} be the random walk with constant drjft defined by
Sp = 0and
St:,u—}—St,l—}—et, t:1,2,...7

whereeq, €5, ... are independent and identically distributed random véegab
with mean 0 and varianee’. Compute the mean &f, and the autocovariance
of the procesgS;}. Show that{V.S;} is stationary and compute its mean and
autocovariance function.

4. If
X; = acos(At) + ¢

wheree; ~ WN(0, o%), and where: and ) are constants, show thgk; } is not
stationary.



