2. Normal sampling theory

From the central limit theorem: normal distri-

bution plays central role

Recall: X ~ N(u,o?) if p.d.f.

T — 2
f(z; p,0?) = O\/lﬂexp (—( 205) )

for —oo < x < oo, alternatively, m.g.f.

2t2
Mx(t) = exp (ut + %)

X has E(X) = u,Var(W) = o2

X ~ N(u,02) then

X=u+oz

where Z ~ N(0,1)



Theorem 1 Suppose X1,..., X, independent,

XjN./\/‘(/JJj,J?) forj=1,....n

PutY =Y"_; a;X; Then

Y o~ N(ZO‘JUWZO‘

1=1
Proof.
My(t) = E(eV)
— F ﬁ etaJXJ
7=1




Example:
X1,..., Xpiid. N(u,02) for j=1,...,n

aj =1/nfor j=1,....,n

Y =X=23 X;~N(uo2/n)
’n,jzl



The 2 distribution

Suppose Z1,...,Zy are i.i.d. N(0,1), and put
Y =224+2754+ -+ 22

The Y is said to have a x2-distribution, or a
2 distribution with r degrees of freedom
is the same as Gamma(a, \) distribution with

a=r/2and A=1/2

Theorem 2 The p.d.f. of Y is

fry) = y2 eyl
for 0 <y < oo
the m.g.f. is My (t) = (1 —2t)~"/2 for —oo <

t<1/2.



In particular
E(Y)=r
and

Var(Y) = 2r

Proof: Exercise.



Independence of X and S2

X1,..., Xp iid. N(u,o2)

Often estimate u by X, and o2 by

Theorem 3 If X1,...,Xn i.i.d. N(u,c?) then

X and S? are independent,

X ~ N(/’L70-2/n)




Proof.

Write X, =+ 0Z;, where Z ~ N(0,1)

fz(z) = (27) "™ 2 exp (—ZT z /2)

forz ¢ R"

Change of variable: Y = QQZ where
Q is orthogonal, Q1 Q = I,detQ = +1
first row of Q is identical to n—1/2

Then

yTy — ZTQTQZ = zly



Jacobian is 1 in absolute value, so

fy(y) = @)™ 2exp (-y'y/2)

so Yi1,..., Y, ~N(0,1), i.i.d. and

Y1 = V/nZ
SO
- ~\ 2 - 2 2
Y. (Z;—2) = > Zf —n(Z)
- 2 2
= D Y -V

As Y7 and Y>, ..., Y, are independent:

Z and 71 (Z; - Z)? are independent,

Z ~N(0,1/n)

n
SN (Z;—-Z2)2 ~ X2,
j=1



transform back to Xq,...,X,: gives the asser-

tion.

Note: EX =y and E(n — 1)S%/6° = (n — 1),

so ES? = ¢2: S2 is unbiased

Remark: Transformation X;=p+oZ gives

that the distribution of g—i does not depend on

©w or o2

Similarly can show:

V(X —p) (X —p)
o ’ S

are functions of Zq,4»,...,Z, alone, so their

distribution cannot depend on y or o2



Student’s t-distribution

Let X ~N(0,1) and Y ~ x2, independent
T he distribution of

X

Jyir

is called (Student’s) t-distribution with r

T —

degrees of freedom; 71T ~ t,.

Theorem 4 The p.d.f. of t, is

r((r+1)/2)
r(r/2)

for —oo < t < 0.

fr(t) = (rm) =2 (1442 /)= +1/2,

Proof Transformation formula. The joint p.d.f.

of X and Y is

_ 2 T_1 _
fxy (@, y) = Cre™®/2ya71e=u/2



for —oco < x < 00,y > 0; with

Cr = (V2rT (r/2)27/2)~1
—1/2
) 1

and tZZB(y SO

fry(ty) = fX,Y(t(y/r)l/Q,y)(y/r)l/Q
giving
frt) = r‘l/QCr/OOOexp{—y (1+t2/r) /2}

Yy 2 _1dy

Substitute v =y (1 + t2/7°> /2 to obtain
r+1

~1/2 2 2
T Cr (1 —|—t2/7~>

co o or41
/ e Uy 2 Ldu
0

fr(t)

r+1

= 7“_1/207«<1 —|—2752/r> M+ 1)/2).




Special cases

r=1: fp(t) = (7(1+t2))~1: Cauchy distribu-

tion

1 —t2/2

r— oo: fr(t) — T

approximately standard normal

Theorem 5 If X1,..., X, i.i.d. N(u,o2) then

A TH
S/f o
Proof:
ro_ VX —n) o
o S
_ 1%
VY/(n—1)

2
with V =~ N(0,1), Y = (=157 42 inde-

g

pendent from Theorem 3



Fisher’s F-distribution

Let V ~ xZ, Y ~ x7, independent: The distri-

bution of

_Vi/a
_Y/fr

is called (Fisher’s) F-distribution with (q,7)

%4

degrees of freedom,

W~ Fgr

Fact: The Fy,-distribution has as density

C((g4+71)/2) [q\9/?2
fw (w) r(q/2)M (r/2) (?)
fw%_l
(1 _I_gw)(q-l—?“)/Q
for w >0

From the definition follows



Theorem 6 Suppose, independently, Xq,...,Xn
areiid. N(u1,02), Y1,...,Ym areii.d. N(up,03),

and let

> _ o2
ST =Sxx =

|
NE
=

|

~|
e

> _ o2
S5 = Syy

and

Then W ~ Fn—l,m—l

Some properties:
If X Y/ Fqﬂ" then % Y Ffr',q

If X ~t, then X2~ Fy,



To calculate EW for r > 3:

If Y ~ x2 then

b (2) = oo
— /_ (1 —2t)~"2a
- riQ

If V~ x7 then EV = ¢
By independence follows

EW = E(V/q> T
Y/r r—2

tends to 1 for r — o0

For r = 2, use that x3 = exp(1/2), the expo-

nential distribution with mean 2.



Extending Theorem 3

Theorem 7 Suppose that, independently, X ~
N (o, oc2) forj=1,...,n, whereu= (uq,...,un)’
is a vector of unit length and o« € R, then
n
uTX — Z u]X]
=1
and
n
W2 — Z (X] — ujuTX)Q
=1

are independent,

u! X ~ N(a, 0%)

2
%% 5
52 ~ Xn—1



Proof.

Write X; = au; + 0Z;, where Z; ~ N(0,1),

then
ul'X =« -+ oul?
as Eu]z =1, and
n
W2 = Z (auj +0Z; —uja — fu,jauTZ)2
j=1
n
= ) JQ(Z]- — fu,juTZ)2
j=1
and so
W2 n - 5
]:

Let Y = QZ, Q orthogonal, ul as first row,

then as before Y;,j = 1,...,narei.i.d. N(0O,1),

Yl — uTZ



and

n
Z (Zj — fu,juTZ)Q

1=1
& 2 Trp\2
j=1
- 2 2
= Y -V
j=1
- 2
J=2
2
~ Xn—1>

independent of Yj.



Similarly show

Theorem 8 Suppose that, independently, X; ~
N(owu; —I—ij,az) forj=1,...,n, where u,v are
orthogonal vectors of unit length: ulv = 0,

and o, € R. Then
uTX, VTX,
and
n
W2 — Z (X] — fu,juTX — ?}jVTX)Q
7=1
are independent,

u!' X ~ N(a, 0?)

vIX ~ N(B,0°)

2
%% >
52 ~ Xn—2



Proof.

Write Xj — C\{’u,j—|—,3?)j—|-O'Zj, where Zj ~ N(0,1),

then
ul'X =« -+ oul?
and
vIiX = G+ ov!Z
and similarly to before
If—; = jzi:l(Zj — ujuTZ — vjVTZ)2

Let Y = QZ, Q orthogonal, ul as first row, v’
as second row, then as before Y;,j = 1,...,n

are i.i.d. N(0,1),
Yl — uTZ

Y2 — VTZ



and

n

Z (Z] — fu,juTZ — vjVTZ))Q

j=1
< 2 Trz\2 Trz\2
= ZZj—(u 7)) —(v'7Z)
j=1
< 2 2 2
= > YF-Y{-Y;
j=1
- 2
j=3
2
~ Xn—2;

independent of Y7,Y>. Argueing as before fin-

iIshes the proof.



Appendix: Transformation formula

Let X4,...,Xn have joint probability density

f(xl,...,xn), Dut
Uy =¢g,(X1,....Xn) i=1,....n

and assume that this gives a 1-1 transforma-

tion with inverse

Xizhi(Ul,...,Un) i=1,...,n.

The Jacobian is

Oh;
J = det [( Z)
Ouj/,; =1 n

Then the joint density of Uq,...,U, IS

fCh1(Uq,...,Un), ..., hn(Uq,...,Un))|J|.



