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#### Abstract

In this dissertation we consider a pair of continuous-time, non-reversible, rejectionfree, and piecewise deterministic MCMC methods, referred to as Event-Chain Monte Carlo methods; respectively reflect-ECMC and flip-ECMC. We compare the two methods in a handful of settings, and find that in all cases the performance of the reflect-ECMC algorithm is superior. We consider extensions of the algorithms proposed in the context of large-scale Bayesian analysis, and combine various improvements proposed in the literature yielding a method which we demonstrate to outperform all previously considered methods for Bayesian logistic regression. Still in a Bayesian context, we show how the reflection algorithm scales in the limit as the number of observations $n \rightarrow \infty$, and find that - as was previously demonstrated for the flip algorithm - that it is possible, using a combination of sub-sampling and control variate ideas, to obtain a reflect-ECMC method for which the cost of obtaining an independent point is $O(1)$ in $n$. Furthermore, we present the first detailed discussion concerning the tuning of the parameters of these two methods, and we demonstrate empirically the considerable efficiency gains which are made possible by the use of a non-diagonal 'mass matrix' for the reflect algorithm; this we do using a real-data logistic regression example, and an example in which the target distribution is that of a latent field in a Poisson-Gaussian Markov random field model.
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## 1 INTRODUCTION.

"I am thinking of something much more important than bombs. I am thinking about computers."

- John von Neumann


## 1 Introduction.

Despite the (comparatively) recent explosion of interest in Markov chain Monte Carlo methods, heralded by the seminal papers Geman and Geman [16] and Gelfand and Smith [15] - the annals of history will testify to the fact that the first Markov-chain Monte Carlo (MCMC) algorithm was developed by physicists. Motivated by the need to simulate configurations of particle systems, in 1953 a group of researchers at the Los Alamos laboratories (including Nicholas Metropolis, the algorithm's namesake) employed a simple random-walk sampler to explore the distribution of the states [26]. An extension of this method proposed in Hastings [18] - known as the Metropolis-Hastings algorithm - has enjoyed widespread popularity and success, although it is not without its limitations. Hampered in practice by the slow exploration of the state space which results from random-walks, the MH method has been shown to be dramatically inferior in many applications to more sophisticated MCMC algorithms which employ some device to avoid random-walk behaviour. A well-known example being the Hamiltonian Monte Carlo (HMC) algorithm, another MCMC method introduced by physicists, originally proposed in Duane et al. [14], where it was successfully used for lattice field theory simulations of quantum chromodynamics; it was not until Neal [29, 30] that the method was brought to the attention of the statistical community - for an excellent review, see Neal [31]. HMC is an MCMC method which operates on a state space augmented to include velocity variables, the joint density of these and the variables of interest is expressed as a function of the Hamiltonian which encodes the total energy of the system. Leveraging knowledge of the gradient of the Hamiltonian, proposal moves are designed by approximating the Newtonian dynamics of the system and using a Metropolis-Hastings correction [31]; using such transition kernels markedly reduces the number of iterations needed to reach an independent point, and thus effectively suppresses random-walks [31].

In this dissertation, we will consider a novel type of MCMC algorithm - once again proposed by physicists. The algorithm was originally introduced in Peters and de With [33] and used to simulate molecular dynamics under general forms of pairwise potential energies, where its effectiveness was demonstrated in simulating a system governed by Lennard-Jones interactions. The method has since been successfully implemented in a range of other settings, such as hard-sphere systems, ferromagnetic Heisenberg models, continuous-spin systems, and many more; in each case showing marked efficiency gains over local random-walk Metropolis algorithms and often outperforming other state-of-theart methods as well, see e.g. [22, 27, 28, 32, 33]. Despite the manifest utility and versatility of these event-chain Monte Carlo (ECMC) algorithms, no notice of them was taken by statisticians until Bouchard-Côté et al. [8] very recently expounded and generalized the
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algorithm of Peters and de With [33]; even more recently, Bierkens et al. [7] propose a very similar method and elaborate on its remarkable properties.

Both the classical Metropolis-Hastings (MH) algorithm and HMC adhere to a common framework for constructing MCMC algorithms in which candidate moves are generated according to some proposal distribution and then accepted or rejected with probability given by the MH ratio, creating a discrete-time reversible Markov chain on the state space which converges to its invariant distribution which is by construction the target distribution of interest. By contrast, algorithms which we will consider break free from this restrictive paradigm. These ECMC methods exploit continuous-time Markov processes to generate a 'continuum of samples' from the distribution of interest; furthermore, they are non-reversible and rejection-free. The condition of detailed balance that is habitually invoked to demonstrate that particular MCMC samplers have the correct invariant distribution is broken, and proofs of correctness rely on showing that the weaker global balance condition is satisfied [33]. Simulation of the process is carried out by a simulation of a succession of events, in between which the process is deterministic; whence the name event-chain Monte Carlo (ECMC).

In this dissertation, we will present, compare, analyse, and where possible improve two ECMC algorithms: namely those proposed in Bouchard-Côté et al. [8] and Bierkens et al. [7], respectively. As mentioned above, these are non-reversible and rejection-free MCMC methods. Theoretical vindication of the use of non-reversible MCMC methods is well established, having been shown to yield significantly faster mixing Markov chains in some simple examples, see e.g. Diaconis et al. [13] or Hwang et al. [20]. Empirical results are in many cases equally encouraging - a small selection of examples include $[22,27,28,32,33,8,7]$. A humorous and yet perspicacious analogy which we take the liberty of quoting is drawn in Turitsyn et al. [38] between the use of non-reversible sampling and a real-life scenario with which many of us will no doubt be all too familiar: the mixing of a cup of coffee. They percipiently state it thus: "Consider mixing sugar into a cup of coffee, which is similar to sampling, as long as the sugar particles have to explore the entire interior of the cup. [Standard MCMC] dynamics corresponds to diffusion taking an enormous mixing time. This is certainly not the best way to mix; moreover, our everyday experience suggests a better solution - enhance mixing with a spoon. Spoon stirring... significantly accelerates mixing, while achieving the same result: uniform distribution of sugar concentration over the cup." The methods we consider employ the expedient of a 'lifted' state space - first introduced and analysed in Diaconis et al. [13] and generalized in Turitsyn et al. [38] - in which introducing variables which guide the dynamics of the non-reversible processes and curb the diffusive behaviour which is so detrimental to rapid mixing. In the continuous state-space settings which will be our focus, this lifting variables correspond to velocities which determine the speed and direction of motion through the support of the target. While similar in nature to the velocity variables of HMC, these are purely synthetic and no physical interpretation is forthcoming [38].

The structure of this paper is as follows: in Section 2, we introduce two ECMC meth-
ods which we refer to respectively as the reflection method (of Bouchard-Côté et al. [8]) and the flip method (of Bierkens et al. [7]). In Section 3, we discuss certain practical considerations involved in the use of these methods; of chief concern will be efficient methods of simulating the event times. In Section 4, we compare the empirical performance of these two methods in various simple scenarios in which the target follows a Gaussian distribution. In Section 5, we discuss the use of these methods for large-scale Bayesian analysis, and demonstrate using logistic regression as an example that large gains over the vanilla algorithms are possible using sub-sampling ideas, as first shown in both [8, 7]; furthermore, we show that the various improvements suggested in $[8,7]$ can be combined, yielding a strategy which outperforms all previous implementations. Additionally, we show that the arguments of [7] concerning the scaling for large numbers of data points are applicable in the context of the reflection algorithm, and we leverage this analysis to glean an understanding of the potential efficiency gains made possible by the 'informed' sub-sampling method introduced in [8]. In Section 6, we discuss the issue of tuning the various parameters of the two algorithms, and in particular give an indication by means of examples on synthetic and real data of the potential for large improvement - particularly in the context of the reflection algorithm. Finally, in Section 7, we present our conclusions, discuss the scope and limitations of the algorithms, and suggest directions for further research.

```
"Come Watson, come! The game is afoot."
```

- Sherlock Holmes, The Adventure of the Abbey Grange


## 2 Two Event-Chain Monte Carlo Methods.

Consider the general problem of drawing samples from a probability measure $\mu$ on $\left(\mathbb{R}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$ - that is, $d$-dimensional Euclidean space with the Borel $\sigma$-algebra - in order to evaluate expectations $\mathbb{E}_{\mu}[\phi]=\int \phi(x) d \mu$ of arbitrary functions $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$. In the ECMC framework, this is accomplished via the construction of a continuous-time Markov 'switching' process (see, e.g. [3]) on an extended state space which, as we shall see shortly, possesses the usual desired properties of invariance and ergodicity. For our purposes we may assume that $\mu$ admits a density with respect to the Lesbesgue measure which we will denote by $\pi$; thus:

$$
\mu(d x)=\pi(x) d x
$$

furthermore, we assume that $\pi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is continuously differentiable. We let $U(x)=$ $-\log \pi(x)$, which we refer to as the associated energy. In the following subsections, we describe two ECMC methods which marginally produce samples from $\pi$, first defining them through their generators, then describing informally how they evolve with time and finally giving an algorithmic description of how to simulate them. We follow the work of Bouchard-Côté et al. [8] and Bierkens et al. [7] respectively.

### 2.1 Reflection ECMC.

Consider the space $E_{R}=\mathbb{R}^{d} \times \mathbb{R}^{d}$, and let $C^{1}\left(E_{R}\right)$ denote the space of continuously differentiable real-valued functions on $E_{R}$. Let $\psi$ be a density for a probability measure on $\mathbb{R}^{d}$, and let $\rho(x, v)=\pi(x) \psi(v)$ for $x \in \mathbb{R}^{d}$ and $v \in \mathbb{R}^{d}$ be a density on $E_{R}$. Now, for $h \in C^{1}\left(E_{R}\right)$ and $\lambda_{0} \geq 0$, consider the stochastic process $\{\Xi(t)\}_{t \geq 0}=\{(X(t), V(t))\}_{t \geq 0}$ with infinitesimal generator given by

$$
\mathcal{L} h(x, v)=\left\langle\nabla_{x} h, v\right\rangle+\lambda(x, v)(h(x, R[x] v)-h(x, v))+\lambda_{0} \int(h(x, s)-h(x, v)) \psi(s) d s,(1)
$$

where $\langle\cdot, \cdot\rangle$ denotes the Euclidean inner product and $\nabla_{x}=\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{d}}\right)$ denotes the gradient operator with respect to the $x$ variables. Finally, $R[x]$ denotes the following reflection operator at $x$ :

$$
\begin{equation*}
R[x] v=\left(I_{d}-2 \frac{\nabla U(x) \nabla U(x)^{t}}{\langle\nabla U(x), \nabla U(x)\rangle}\right) v=v-2 \frac{\langle\nabla U(x), v\rangle}{\|U(x)\|^{2}} \nabla U(x), \tag{2}
\end{equation*}
$$

where $I_{d}$ is the $d \times d$ identity matrix and $\|\cdot\|$ the Euclidean norm. This operator models an elastic collision of a particle of velocity $v$ against an energy barrier orthogonal to the gradient vector $\nabla U(x)$, and is what drives the dynamics of the process, along with
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the intensity function $\lambda(\cdot, \cdot)$ which determines the rate at which reflections occur; this is defined to be

$$
\begin{equation*}
\lambda(x, v)=(\langle\nabla U(x), v\rangle)^{+} \tag{3}
\end{equation*}
$$

where $(a)^{+}$denotes, for $a \in \mathbb{R}$, the positive part of a, that is, $(a)^{+}:=\max (0, a)$. It can be shown that the operator in (1) is the generator of a piecewise-deterministic Markov process, which evolves linearly in between random 'switching' events, and satisfies the strong Markov property; see Davis [11].

Given an initial state $\Xi^{(0)}=\Xi(0)=(X(0), V(0))=\left(x^{(0)}, v^{(0)}\right) \in E_{R}$, the process may be described as follows: for $t \in[0, \tau)$, the velocity remains constant while the position variables move in a straight line determined by $v_{0}$, thus $\Xi(t)=\left(x^{(0)}+t v^{(0)}, v^{(0)}\right)$. The first event time $\tau^{(0)}$ is defined to be the minimum of $\tau_{1}, \tau_{2}$ - the first arrival times of two Poisson processes, respectively the first arrival of a homogeneous Poisson process with rate $\lambda_{0}$ and the first arrival of an inhomogeneous process with rate

$$
\lambda(x(t), v(t))=\lambda\left(x^{(0)}+t v^{(0)}, v^{(0)}\right)=\left(\left\langle\nabla U\left(x^{(0)}+t v^{(0)}\right), v^{(0)}\right\rangle\right)^{+} .
$$

If $\tau^{(0)}=\tau_{1}$, then $x^{(1)}=x^{(0)}+\tau^{(0)} v^{(0)}$ and $v^{(1)} \sim \psi$ is drawn from its marginal distribution which will usually be an isotropic Gaussian or the uniform distribution on the ( $d-1$ )sphere, so that $\Xi\left(\tau^{(0)}\right)=\Xi^{(1)}=\left(x^{(1)}, v^{(1)}\right)$; in this case we say that $\tau^{(0)}$ is a 'refreshment' event. If $\tau^{(0)}=\tau_{2}$, then again $x^{(1)}=x^{(0)}+\tau^{(0)} v^{(0)}$, but now $v^{(1)}=R\left[x^{(1)}\right] v^{(0)}$ so that $\Xi\left(\tau^{(0)}\right)=\Xi^{(1)}=\left(x^{(1)}, v^{(1)}\right)$, and we say that $\tau^{(0)}$ is a reflection event. The process now begins anew with initial state $\Xi^{(1)}$, yielding a sequence $\left\{\Xi^{(n)}, \tau^{(n)}\right\}_{n \geq 0}$ consisting of the event times and the corresponding values of the position and velocity; clearly it suffices to store only the $(x, v)$ coordinates at the times when events occur, as the state at any intermediary time can easily be interpolated from them. Pseudocode for the algorithm is given in Algorithm 1 below.

The following result (Theorem 1 from [8]) allows us to use the reflection algorithm in practice.

Theorem 2.1 For any $\lambda_{0} \geq 0$, the Markov kernel associated to the generator in (1) is non-reversible with invariant distribution $\rho$, where $\rho(x, v)=\pi(x) \psi(v)$. Furthermore, if $\lambda_{0}>0$, then $\rho$ is the unique invariant measure of the transition kernel specified by (1), and the corresponding process satisfies the following strong law of large numbers: for $\rho$-almost every $\Xi(0)$ and $h \in \mathrm{~L}^{1}(\rho)$, we have that

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} h(\Xi(t)) d t=\int_{E_{R}} h(\xi) \rho(\xi) d \xi \text { a.s. }
$$

Note that the condition $\lambda_{0}>0$ cannot be dropped - see [8] for an example where the reflection algorithm fails to produce an ergodic chain when $\lambda_{0}=0$. Figure 1 shows a sample trajectory from a reflection ECMC run.

```
Algorithm 1 Basic reflection algorithm
    Arbitrarily initialize \(\left(x^{(0)}, v^{(0)}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}\).
    Let \(T=0\).
    for \(i=1,2 \ldots\) do
        Simulate \(\tau_{\text {reflect }}\) as the first arrival time of a Poisson process of rate
    \(\left(\left\langle\nabla U\left(x^{(i-1)}+t v^{(i-1)}\right), v^{(i-1)}\right\rangle\right)^{+}\).
        Simulate \(\tau_{\text {refresh }} \sim \operatorname{Exp}\left(\lambda_{0}\right)\).
        Set \(\tau^{(i)} \leftarrow \min \left(\tau_{\text {refresh }}, \tau_{\text {reflect }}\right)\).
        Set \(x^{(i)} \leftarrow x^{(i-1)}+\tau^{(i)} v^{(i-1)}\).
        if \(\tau^{(i)}=\tau_{\text {refresh }}\) then
            Set \(v^{(i)} \sim \psi\).
        end if
        if \(\tau^{(i)}=\tau_{\text {reflect }}\) then
            Set \(v^{(i)} \leftarrow R\left[x^{(i)}\right] v^{(i-1)}\).
        end if
            Set \(T \leftarrow T+\tau^{(i)}\).
            Return \(\left(x^{(i)}, v^{(i)}, T\right)\).
    end for
```



Figure 1: Trajectory constructed from 100 events from a reflection-ECMC algorithm with a bivariate-normal invariant distribution with mean $\mu=(0,0)^{T}$; the marginal variances are both set to 1 and the two components have correlation equal to 0.6 . The refreshment parameter was set to $\lambda_{0}=0.2$.
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### 2.2 Flip ECMC.

Rather than using continuous velocities, the flip algorithm allows only a finite number of velocity vectors. Consider the space $E_{F}=\mathbb{R}^{d} \times\{-1,1\}^{d}$, and let $C^{1}\left(E_{F}\right)$ denote the set of real-valued functions on $E_{F}$ which are continuously differentiable in their first $d$ arguments, i.e. $f \in C^{1}\left(E_{F}\right)$ if $f(\cdot, v)$ is continuously differentiable for each $v \in\{-1,1\}^{d}$. Let $\psi$ denote the density of the uniform distribution on $\{-1,1\}^{d}$, so that $\rho_{0}(x, v):=$ $\psi(v) \pi(x) \propto \pi(x)$. Now, for $h \in C^{1}\left(E_{F}\right)$, consider the stochastic process $\{\Xi(t)\}_{t \geq 0}=$ $\{(X(t), V(t))\}_{t \geq 0}$ with infinitesimal generator given by

$$
\begin{equation*}
\mathcal{L} h(x, v)=\left\langle\nabla_{x} h, v\right\rangle+\sum_{i=1}^{d} \lambda_{i}(x, v)\left(h\left(x, F_{i}[v]\right)-h(x, v)\right) \tag{4}
\end{equation*}
$$

where $F_{i}[x]$ denotes the $i$-th flip operator at $x$ :

$$
\left(F_{i}[v]\right)_{j}:= \begin{cases}v_{j} & \text { if } i \neq j  \tag{5}\\ -v_{j} & \text { if } i=j .\end{cases}
$$

for $j=1, \ldots, d$, and $\lambda_{i}(x, v)$ denotes the $i$-th flip rate, which is defined to be

$$
\begin{equation*}
\lambda_{i}(x, v)=\left(v_{i} \partial_{i} U(x)\right)^{+}+\gamma_{i}(x, v) \tag{6}
\end{equation*}
$$

where $\gamma_{i}(x, v)$ is an arbitrary non-negative bounded function which satisfies $\gamma_{i}(x, v)=$ $\gamma_{i}\left(x, F_{i}[v]\right)$ and $\partial_{i}$ is the partial derivative with respect to the $i$-th component. Just as was the case for the reflection algorithm, it can be shown (again, see Davis [11]) that the generator in (4) determines a piecewise-deterministic Markov process which is linear in between switching events and satisfies the strong Markov property. The trajectories of the process can be described in much the same way as those for the reflection algorithm; in between flipping events, the velocity is constant while the position is linear in $t$ with $\frac{d}{d t} X(t)=V(t)$. In this case however, only one component of the velocity is altered when an event occurs, and it is simply reversed. Each dimension has an individual flipping rate, and the first arrival among the $d$ point processes determines which component flips. Pseudocode for the algorithm is given in algorithm 2 below.

The following results allow us to use the flipping algorithm in practice (Theorems 2.2 and 2.11 from [7]).

Theorem 2.2 The Markov kernel associated to the generator in (4) is non-reversible with invariant distribution $\rho$, where $\rho(x, v) \propto \pi(x)$. Furthermore, if the functions $\gamma_{i}$ in (6) are positive and bounded everywhere, then $\rho$ is the unique invariant measure of the transition kernel specified by (4), and the corresponding process satisfies the following strong law of large numbers: for $\rho$-almost every $\Xi(0)$ and $h \in \mathrm{~L}^{1}(\rho)$, we have that

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} h(\Xi(t)) d t=\int_{E_{F}} h(\xi) \rho(\xi) d \xi \text { a.s. }
$$

```
Algorithm 2 Basic flipping algorithm
    Arbitrarily initialize \(\left(x^{(0)}, v^{(0)}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}\).
    Let \(T=0\).
    for \(i=1,2 \ldots\) do
        for \(j=1,2 \ldots, d\) do
            Simulate \(\tau_{j}\) as the first arrival time of a Poisson process of rate
    \(\left(v_{j}^{(i-1)} \partial_{j} U\left(x^{(i-1)}+t v^{(i-1)}\right)\right)^{+}\).
        end for
        Set \(\tau^{(i)} \leftarrow \min _{j=1,2 \ldots d}\left(\tau_{j}\right)\).
        Set \(x^{(i)} \leftarrow x^{(i-1)}+\tau^{(i)} v^{(i-1)}\).
        Set \(v^{(i)} \leftarrow F_{j}\left(v^{(i-1)}\right)\).
        Set \(T \leftarrow T+\tau^{(i)}\).
        Return \(\left(x^{(i)}, v^{(i)}, T\right)\).
    end for
```

See Figure 2 for a sample trajectory from a flip ECMC run.


Figure 2: Trajectory constructed from 100 events from a flip-ECMC algorithm with a bivariate-normal invariant distribution with mean $\mu=(0,0)^{T}$. The marginal variances are both set to 1 and the components have correlation equal to 0.6 .
"When a coin is tossed, it does not necessarily fall heads or tails; it can roll away or stand on its edge."

- William Feller


## 3 Simulation in Practice.

The need to simulate the first arrival times of the inhomogeneous Poisson processes in Algorithms 1.4 and 2.5 is the only practical impediment to the implementation of the two algorithms outlined in the previous section. To simplify our notation in this section, we will suppress the dependence on the $x, v$ variables and simply express the rates as functions of time, i.e. $\lambda(x(t), v(t))=\lambda(t)$. Letting $\Lambda(t)=\int_{0}^{t} \lambda(t) d t$ denote the integrated rate function and $\tau$ the first arrival time, we have that

$$
\begin{equation*}
\mathbb{P}(\tau>t)=\exp \{-\Lambda(t)\} \tag{7}
\end{equation*}
$$

and so we may simulate $\tau$ by letting

$$
\begin{equation*}
\tau=\Lambda^{-1}(-\log U) \tag{8}
\end{equation*}
$$

where $U$ is uniformly distributed on $(0,1)$ and $\Lambda^{-1}(p)=\inf \{t: p \leq \Lambda(t)\}$ is the generalized inverse function. This inverse will usually not be analytically tractable, however there exist a number of methods which allow one to circumvent this problem. Perhaps the most useful is the thinning method due to Lewis and Shedler [23]:

Proposition 3.1 Let $\lambda: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$and $M: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be continuous functions such that $\lambda(t) \leq M(t)$ for $0 \leq t$. Suppose that $\tau_{1}, \tau_{2}, \ldots$ are a (finite or infinite) sequence of arrival times of a Poisson process with rate function $M(t)$. If for each $i=1,2 \ldots$ the point $\tau_{i}$ is deleted from the sequence with probability $\lambda\left(\tau_{i}\right) / M\left(\tau_{i}\right)$, then the remaining points correspond to the arrival times of a Poisson process with rate function $\lambda(t)$.

This will be especially useful when we can find affine (or piecewise affine) bounds for the rate function, i.e. $\lambda(t) \leq a+b t=M(t)$ for some $a, b \in \mathbb{R}^{+}$, as in this case the inversion (8) will be available analytically for $M(t)$.

One scenario in which we need not rely on recourse to the above method is when the distribution of interest has a strictly log-concave density function. Observe that the inversion in (8) amounts to finding $\tau$ such that

$$
\begin{aligned}
\int_{0}^{\tau} \lambda(t) d t & =-\log U \\
\int_{0}^{\tau}\langle\nabla U(x+t v), v\rangle^{+} & =-\log U \\
\int_{0}^{\tau}\left(\frac{d U(x+t v)}{d t}\right)^{+} & =-\log U
\end{aligned}
$$

Now, if $f$ is strictly $\log$-concave, then $-\log f$ is strictly convex, and so there exists a unique $\tau^{*}$ such that $\tau^{*}=\arg \min _{t \geq 0} U(x+t v)$. On $\left[0, \tau^{*}\right)$ (possibly empty) we have $d U / d t<0$ and $d U / d t \geq 0$ on $\left[\tau^{*}, \infty\right)$, and so we have

$$
\begin{equation*}
\int_{\tau^{*}}^{\tau} \frac{d U(x+t v)}{d t} d t=U(x+\tau v)-U\left(x+\tau^{*} v\right)=-\log U . \tag{9}
\end{equation*}
$$

In many cases this equation will be easily solvable; if not we may solve using line search with arbitrary precision. Frequently, we will use this method in conjunction with the above thinning method.

Another useful method for simulation is the superposition method ([8]). Supposing that the energy function can be expressed as a sum $U(x)=\sum_{i=1}^{n} U_{i}(x)$, then we have

$$
\begin{equation*}
\lambda(t)=\langle v(t), U(x(t))\rangle^{+} \leq \sum_{i=1}^{n}\left\langle v(t), U_{i}(x(t))\right\rangle^{+}=\sum_{i=1}^{n} m_{i}(t)=m(t) . \tag{10}
\end{equation*}
$$

If we can simulate $\tau_{1}, \tau_{2}, \ldots, \tau_{n}$ with intensities $m_{i}(t)$, then we simulate $\tau$ with intensity $m(t)$ by letting $\tau=\min _{i} \tau_{i}$, and then we using thinning to generate the first arrival time from the process with intensity $\lambda(t)$. This will be useful, for example, for Bayesian applications in which the energy is the sum of the likelihood and a prior which can be handled analytically, e.g. a multivariate Gaussian (see below).

Additionally, if the distribution of interest is from an exponential family, then (8) may typically be solved analytically; see Bouchard-Côté et al. [8] for details.

### 3.1 Example: Gaussian Distributions

As we will frequently make use of the ECMC algorithms to sample from Gaussian distributions in our experiments, we demonstrate here how the arrival times (8) may be computed in this setting; we will only illustrate the case of the arrival times in the reflection algorithm, as those from the flip algorithm may be computed in the same way.

Suppose our target distribution is a $d$-dimensional multivariate Gaussian with variancecovariance matrix $\Sigma$. For simplicity - and without loss of generality - we let the mean be equal to zero. The density function is thus:

$$
\pi(x)=(2 \pi)^{-d / 2}|\Sigma|^{-1 / 2} \exp \left(-\frac{1}{2} x^{T} \Sigma^{-1} x\right)
$$

and so $U(x)=-\log \pi(x)=\frac{1}{2} \log (2 \pi)^{d}|\Sigma|+\frac{1}{2} x^{T} \Sigma^{-1} x$. We find that $\nabla U(x)=\Sigma^{-1} x$, and so

$$
\lambda(x, v)=\langle v, \nabla U(x)\rangle^{+}=\left(v^{T} \Sigma^{-1} x\right)^{+} .
$$

We now look to solve for $\tau^{*}$ such that $\tau^{*}=\arg \min _{t \geq 0} U(x+t v)$. We have

$$
\begin{aligned}
\tau^{*} & =\arg \min _{t \geq 0} U(x+t v) \\
& =\arg \min _{t \geq 0} \frac{1}{2}(x+t v)^{T} \Sigma^{-1}(x+t v)
\end{aligned}
$$

$$
=\arg \min _{t \geq 0} x^{T} \Sigma^{-1} x+2 t x^{T} \Sigma^{-1} v+t^{2} v^{T} \Sigma^{-1} v
$$

The third term in the final line is increasing in $t$ by the positive-definiteness of $\Sigma^{-1}$, and so we see that if $x^{T} \Sigma^{-1} v \geq 0$ then $\tau^{*}=0$, otherwise, one easily finds that $\tau^{*}=$ $-x^{T} \Sigma^{-1} v / v^{T} \Sigma^{-1} v$ so that finally

$$
\tau^{*}=\left(-\frac{x^{T} \Sigma^{-1} v}{v^{T} \Sigma^{-1} v}\right)^{+}
$$

We may now solve for $\tau$ using (9). Suppose first that $\tau^{*}=0$. Then the expression $U(x+\tau v)-U(x)=-\log U$ is a quadratic in $\tau$, taking the positive root yields

$$
\begin{equation*}
\tau=\left(v^{T} \Sigma^{-1} v\right)^{-1}\left(-x^{T} \Sigma^{-1} v+\sqrt{\left(x^{T} \Sigma^{-1} v\right)^{2}-2 v^{T} \Sigma^{-1} v \log U}\right) \tag{11}
\end{equation*}
$$

Suppose now that $\tau^{*}=-x^{T} \Sigma^{-1} v / v^{T} \Sigma^{-1} v$. Once again, $U(x+\tau v)-U\left(x+\tau^{*} v\right)=-\log U$ is a quadratic in $\tau$, and after some convenient cancellations of terms one finds the positive root

$$
\begin{equation*}
\tau=\left(v^{T} \Sigma^{-1} v\right)^{-1}\left(-x^{T} \Sigma^{-1} v+\sqrt{-2 v^{T} \Sigma^{-1} v \log U}\right) \tag{12}
\end{equation*}
$$

Equations (11) and (12) may be compactly expressed as

$$
\begin{equation*}
\tau=\left(v^{T} \Sigma^{-1} v\right)^{-1}\left(-x^{T} \Sigma^{-1} v+\sqrt{\left(\left(x^{T} \Sigma^{-1} v\right)^{+}\right)^{2}-2 v^{T} \Sigma^{-1} v \log U}\right) . \tag{13}
\end{equation*}
$$

This expression allows us to simulate exactly the event times for the reflection algorithm - analogous expressions exist for the flip algorithm, which we omit.
"I think that it is a relatively good approximation to truth - which is much too complicated to allow anything but approximations - that mathematical ideas originate in empirics."

- John von Neumann


## 4 Numerical Comparisons for Gaussian Targets.

In this section, we will compare the performance of the two basic ECMC methods from Section 2 in a handful of simple settings. In these numerical experiments, we will restrict ourselves to sampling from multivariate Gaussian distributions. Although these will of course be simpler than the distributions one would usually wish to sample from in practice, there are a number of advantages that make them appealing to use as toy problems. Firstly, we will be able to avail ourselves of the results from the previous section to simulate the trajectories cheaply and exactly. Although results like these will not typically be available in practice, it is nonetheless useful to see how the algorithms fare in these 'best-case' settings. Secondly, they offer a straightforward way of ascertaining how the performance is linked to the covariance structure of the target distribution. Thirdly, as it is common for Gaussians to be used to demonstrate MCMC samplers, one may compare results with the performance of a wide variety of methods. In the following three subsections, we consider sampling from, respectively, a two-dimensional Gaussian with variable correlation, a 100-dimensional Gaussian with a diagonal variance-covariance matrix with different marginal variances, and a 100-dimensional Gaussian with a randomly generated variance-covariance matrix.

### 4.1 A Two-Dimensional Example.

We first consider a two dimensional Gaussian distribution with mean zero and both marginal variances set to one. We expect that, as is usually the case for MCMC algorithms, the performance of both the flip method and the reflection method will suffer in the presence of strong correlation in the target distribution; however, it is not a priori clear to what extent the performances will deteriorate as correlation increases, nor which method will suffer the most heavily.

Consider Figure 3 below, which shows the estimated autocorrelation functions for both flip-ECMC and reflect-ECMC across four different correlation settings - $\rho=0,0.75,0.9$ and 0.99 . The target distribution is in this case symmetric in its components, and so we restrict our attention to the first. As expected, we see from Figure 3 that each algorithm suffers from increased correlation - the ACFs take longer to reach zero, and the integrated autocorrelation increases commensurately (not shown). The Figure also indicates that (note that the dark shades are from the reflection algorithm) the flip algorithm suffers more heavily from increased correlation - indeed, the ratio of the integrated autocorrelation time (IACT) between the flip and reflect methods grows as correlation increases (or, put another way, the ratio of effective sample sizes (ESS) decreases), and performs
considerably worse overall in this setting that the reflection algorithm (and drastically worse when correlation is very high). A possible exception occurs when the components are independent (red/salmon ACFs); in this case, we see that the autocorrelation for flip-ECMC is negative for a few lags, which will lower the IACT.


Figure 3: Estimated autocorrelation functions for both flip-ECMC and reflect-ECMC at four different correlation levels: 0 - red / salmon, 0.75 - green / light green, 0.9 - violet / light violet and 0.99 - blue / turquoise. The darker shades are from the reflection method and the lighter shades from the flip method. In each case, the ECMC samplers were run for 100000 events. Refreshment rates for the reflection method were set at $0.02,0.04,0.06$ and 0.1 respectively.

### 4.2 A first 100-Dimensional Example.

We now consider a one-hundred dimensional Gaussian distribution with mean zero and a diagonal covariance matrix, the marginal standard deviations being given by $0.01,0.02, \ldots, 1$. This example was used in Neal [31] to compare the performance of the Hamiltonian Monte Carlo to that of classical random-walk Metropolis algorithms, and again in Bouchard-Côté et al. [8] to compare the performance of the reflection-ECMC algorithm to HMC.

Figure 4 shows the results of applying the flip and reflection algorithm to this distribution for 50000 events each. From the two left-hand panels we see that the reflection algorithm has estimated the means much more accurately than the flip algorithm; the right-hand panels suggest that neither method particularly outshines the other at estimating the marginal variances - the reflect method does a bit better, but it is barely perceptible. However, this does not quite accurately reflect the practical potential of these algorithms, as the running time was significantly longer for flip-ECMC (specifically, 70.63 seconds to 4.72 seconds for reflect-ECMC). To account for this, below in Figure 5 we display the same plots from trajectories of 10000 flipping events and 200000 reflection events, which took 23.80 and 18.58 seconds respectively.


Figure 4: Clockwise from top left: estimates of the mean, estimates of the standard deviation, absolute error of standard deviation estimates, and absolute error of mean estimates for each component of a one-hundred dimensional Gaussian target distribution from trajectories of 50000 events for the flip method (red dots) and the reflect method (blue dots). The black lines in the top figures show the true means/standard deviations respectively. The running times were 73.80 seconds for the flip method and 4.23 seconds for the reflection method. The refreshment rate was $\lambda_{0}=0.65$.


Figure 5: Clockwise from top left: estimates of the mean, estimates of the standard deviation, absolute error of standard deviation estimates, and absolute error of mean estimates for each component of a one-hundred dimensional Gaussian target distribution from trajectories of 50000 events for the flip algorithm (red) and 750000 events for the reflection algorithm (blue). The former ran for 72.99 seconds and the latter for 67.11 seconds. Refreshment rate was $\lambda_{0}=.65$.

As one might have expected, Figure 5 shows that when the two algorithms are allowed to run for similar lengths of time, the performance is no longer comparable - the flip algorithm simply takes too much time sweeping through the $d$ dimensions generating a candidate flip time for each component in turn. Below, we compare the performance of the reflection algorithm with HMC, using the implementation described in Neal [31].


Figure 6: Clockwise from top left: estimates of the mean, estimates of the standard deviation, absolute error of standard deviation estimates, and absolute error of mean estimates for each component of a one-hundred dimensional Gaussian target distribution from trajectories of 30000 events for the reflection algorithm (blue) and 1500 iterations of HMC (purple). The former took 2.63 seconds and the latter 2.56s. Black lines indicate the true means and standard deviations. Refreshment rate for the reflection algorithm was $\lambda_{0}=.65$, while HMC used $L=150$ steps per iteration with stepsizes $\epsilon$ chosen uniformly on ( $0.0104,0.0156$ ).

As we see from Figure 6 above, the performance of the reflection algorithm compares reasonably well with that of HMC for this problem when both methods are allowed to run for comparable amounts of time. The mean estimates are worse for dimensions 50-100, although it can be seen that HMC suffers at components around index 30 ; this is due to an issue with periodicity in the Hamiltonian trajectories [31], and would be significantly worse were the stepsize not randomly selected at each iteration - naturally this is not a problem from which the ECMC algorithms suffer as, unlike HMC, the entire trajectory may be used to compute Monte Carlo averages, rather than simply the points at which events occur [8]. Neither method dominates when it comes to estimating the standard deviations, though HMC is perhaps marginally more effective. We emphasize however that in this example, HMC is run with near optimal settings for the tuning parameters, which are in many cases extremely difficult to find. On the other hand, the $\lambda_{0}$ parameter was chosen based on a cursory examination of a few preliminary runs and is therefore almost certainly not optimal - and therefore the relative performance to HMC seen above could almost certainly be improved. The extreme sensitivity to the tuning parameters is one of the primary impediments to the widespread use of HMC in practice [31, 40] - see Hoffman and Gelman [19], Girolami and Calderhead [17] and Wang et al. [40] for some useful strategies developed to facilitate this task. For further details concerning
the tuning of the ECMC algorithms, see Section 6. Furthermore, the energy function in this (and any Gaussian) example is particularly simple: $U(x)=x^{T} \Sigma^{-1} x / 2$ up to a constant, and may be computed very quickly, while in other settings, such as sampling from a posterior distribution over a large number of datapoints, HMC will suffer from the large amount of computation required to calculate the MH acceptance probability, whereas the exact sub-sampling methods for ECMC (see Section 5) will not, and will therefore be likely to iterate much more quickly than HMC. In Bouchard-Côté et al. [8], the authors exhibit a number of scenarios in which the reflection algorithm outperforms even state-of-the-art HMC methods. Finally, we note that for this simple example, the trajectories of the Hamiltonian flow could be computed exactly, precluding the need for a Metropolis-Hastings correction, however we have used the Stormer-Verlet (leapfrog) integrator (see $[31,17]$ ) to ensure a fair comparison indicative of the relative performance of the methods in other settings.

In passing, we observe that - like HMC ([31]) - the reflection algorithm is invariant to rotation, which means that the above example can be seen as a demonstration of how it would perform on any Gaussian distribution in which the square roots of the eigenvalues of the covariance matrix were equal to $0.01,0.02, \ldots, 1$; on the other hand, the flipping method is not, and so its performance will vary under different rotation of the variables. To see this, suppose that $Q$ is a rotation matrix, and consider a rotation $x^{\prime}=Q x$ of the original variables $x$. Then $\pi^{\prime}\left(x^{\prime}\right)=\pi\left(Q^{-1} x\right) /|\operatorname{det} Q|=\pi\left(Q^{-1} x\right)$ and so $\nabla U^{\prime}\left(x^{\prime}\right)=Q^{-1} \nabla U\left(Q^{-1} x\right)$. The dynamics of the original process at $(x, v)$ will be governed by $\langle v, \nabla U(x)\rangle=v^{T} \nabla U(x)$; these will be identical to the dynamics of the rotated variables starting with initial velocity $w=Q v$, because $w^{T} \nabla U^{\prime}\left(x^{\prime}\right)=v^{T} Q^{t} Q^{-1} \nabla U\left(Q^{-1} x^{\prime}\right)=$ $v^{T} \nabla U(x)$, and so the invariance follows because $\psi(v)=\psi(Q v)$, i.e. because $\psi$ is itself rotationally invariant. The flip algorithm will only be invariant under rotations $Q$ which, for all $v \in E_{F}=\{-1,1\}^{d}$, satisfy $Q v \in E_{F}$ (for example, if $d=2$, the only non-trivial rotations under which the process remains invariant are those of $\pi / 2, \pi$, and $3 \pi / 2$ about the origin). Of course, both methods are invariant under translations of the $x$ variables.

### 4.3 A second 100-Dimensional Example.

We now consider another one-hundred dimensional Gaussian target distribution - with mean zero and using the covariance matrix $\Sigma$ used in Roberts and Rosenthal [35] to assess the performance of an adaptive Metropolis-Hastings algorithm; we simulate such a matrix by letting $M$ be such that for each $i, j=1, \ldots 100$ we have $M_{i j} \sim$ i.i.d. $\mathrm{N}(0,1)$, and taking $\Sigma=M M^{T}$, the idea being to generate a covariance matrix sufficiently "erratic, so that sampling from $\pi(\cdot)$ represents a significant challenge if the dimension is at all high" [35].


Figure 7: Clockwise from top left: estimates of the mean, estimates of the variance, absolute relative error of the variance estimates, and absolute error of mean estimates for each component of a one-hundred dimensional Gaussian target distribution with covariance matrix $\Sigma$ from trajectories of 500000 events for the flip method (red dots) and the reflect method (blue dots). The black lines/dots in the top figures show the true means/variances respectively. The running times were 1061.71 seconds for the flip method and 46.03 seconds for the reflection method. The refreshment rate was $\lambda_{0}=0.65$.

As we see above in Figure 7, even after 500000 events, the estimates from the flip algorithm are still well off target; those from the reflection algorithm are considerably better. Once again, we draw attention to the running times - again, of course, had the reflection algorithm been allowed to run as long as the flip-ECMC method, then the gulf in performance would be immense. We do not labour this point however, as in other scenarios there will usually be a need to use methods - e.g. superposition - that will reduce the discrepancy in computation time.

## 5 IMPROVEMENTS FOR HANDLING LARGE-SCALE INFERENCE.

"It is quite a three-pipe problem. Pray do not speak to me for fifty minutes."

- Sherlock Holmes, The Adventure of the Red-Headed League


## 5 Improvements for Handling Large-Scale Inference.

Owing to the high demands imposed upon statistical methodology by ever increasing volumes of available data, it has in recent times become imperative that improvements be made so as to increase the computational efficiency of algorithms used for statistical inference. The computations required in Bayesian statistics are especially intense, and Markov chain Monte Carlo methods - the most commonly used tools to perform them are known to suffer immensely as the dimension and number of observations in datasets increase. Accordingly, there has been a considerable amount of work done to address this, so that Bayesian methods depending on MCMC will be able to keep pace with the ever expanding frontiers of data science.

While, naturally, the performance of traditional MCMC methods degrade as the dimension of the target distribution $d$ increases, they are for practical purposes almost unusable in situations where the number of observations in a dataset $n$ is large, due to the need to compute at each iteration of the chain an acceptance probability which depends on a likelihood ratio involving each of the individual observations. A large proportion of the developments in scalable MCMC algorithms have directly addressed this - see Bardenet et al. [4] for a review of some of the methods that have been proposed. As these authors indicate, these can be broadly categorized as "divide and conquer" and "sub-sampling" methods - in the former, the dataset is divided in to batches and then MCMC is run on each batch in turn and then the results are combined to get an approximation of the posterior distribution, while in the latter the emphasis is on methods which reduce the number of data points required in likelihood calculations at each iteration. Unfortunately, divide and conquer approaches rely on inchoate methods for combining posterior approximations lacking firm theoretical justification, scale poorly with the number of batches, and often rely on results which are asymptotic in batch size [4]. Meanwhile, with a few notable exceptions (e.g. 'Firefly Monte Carlo' - see MacLaurin and Adams [25] and 'pseudo-marginal MCMC' - see Andrieu and Roberts [1]) such methods are inexact, that is to say that even in the limit as $n \rightarrow \infty$ they sample from an approximation to the posterior distribution. In what follows, we present an 'exact approximate scheme' which was employed in Bouchard-Côté et al. [8] and then again in Bierkens et al. [7] which functions by replacing a full evaluation of the gradient of the log-likelihood of all $n$ observations with an unbiased estimator while nonetheless sampling from the exact posterior distribution. Furthermore, we will discuss two powerful ways in which the efficiency of this exact sub-sampling method can be improved, namely: a technique invoking an alias sampling idea (see Devroye [12]) which was used in this context independently by Bouchard-Côté et al. [8] and Kapfer and Krauth [22], and the use of control variates to reduce the variance of the unbiased estimator of the gradient of the
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$\log$-likelihood, which was used to great effect in Bierkens et al. [7] and has appeared in similar contexts as well, see e.g. Bardenet et al. [4]. Using Bayesian logistic regression as a running example, we present a number of numerical comparisons between the various methods.

### 5.1 Sub-Sampling and the Alias Method.

It is often the case that MCMC methods can be modified or extended so as to capitalize on certain structural properties of the target distribution of interest. The most well known example is perhaps the Gibbs sampler which exploits conditional independences between variables, although there are many other instances of structural exploitation in MCMC - see for example Shariff et al. [37] where symmetries in the target are used to design efficient MCMC proposals. Bouchard-Côté et al. [8] propose a 'local' extension of the reflection algorithm which requires the target density to admit a representation of the form

$$
\begin{equation*}
\pi(x)=\prod_{f \in F} \pi_{f}\left(x_{f}\right) \tag{14}
\end{equation*}
$$

where $x_{f}$ is the subset of the variables $x$ given by $N_{f} \subset\{1,2, \ldots, d\}$ and $F$ is an index set called the set of factors. In this setting, the energy associated to the density $\pi$ can be expressed as

$$
\begin{equation*}
U(x)=\sum_{f \in F} U_{f}(x), \tag{15}
\end{equation*}
$$

and we have that $\partial U_{f}(x) / \partial x_{k}=0$ for $k \in\{1,2, \ldots, d\} \backslash N_{f}$. This framework "can be formalized using factor graphs, ...and generalizes undirected graphical models" [8]. Observe that in the setting in which the target is a Bayesian posterior distribution arising from a prior and the likelihood of $R$ data points which are conditionally independent given variables $x$, the energy can be written as

$$
\begin{equation*}
U(x)=U_{0}(x)+\sum_{r=1}^{R} U_{r}(x), \tag{16}
\end{equation*}
$$

and thus is incorporated into the framework given by (15) with one factor being the prior likelihood and $R$ subsequent factors which are the individual likelihoods of the data points, and $N_{f}=\{1,2, \ldots, d\}$ for all $f \in F$. In this setting, the algorithm reduces to the sub-sampling approach outlined in Bierkens et al. [7]; we refer the reader to [8] for details of the local algorithm in full generality, and in what follows we present only the special case which corresponds to what is found in [7]; furthermore, we present details only for the reflection algorithm as the details for the flipping algorithm are entirely analogous.

The method proceeds by defining, for each of $R$ factors, a reflection operator akin to (2) and an intensity akin to (3); that is, for $j=1,2, \ldots R$, let

$$
\begin{equation*}
\lambda_{j}(x, v)=\left\langle v, \nabla U_{j}(x)\right\rangle^{+} \tag{17}
\end{equation*}
$$
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and let

$$
\begin{equation*}
R_{j}[x] v=\left(I_{d}-2 \frac{\nabla U_{j}(x) \nabla U_{j}(x)^{t}}{\left\langle\nabla U_{j}(x), \nabla U_{j}(x)\right\rangle}\right) v=v-2 \frac{\left\langle\nabla U_{j}(x), v\right\rangle}{\left\|U_{j}(x)\right\|^{2}} \nabla U_{j}(x) . \tag{18}
\end{equation*}
$$

Supposing then that we have access to bounds $M_{j}$ for the intensities, i.e. $\lambda_{j}(x(t), v(t))=$ $\lambda_{j}(t) \leq M_{j}(t)$ for all $j=1,2, \ldots, R$, we let $\tau$ be the first arrival time of a nonhomogeneous Poisson process of intensity $M(t)=\sum_{j=1}^{R} M_{j}(t)$, and then rather than using the full energy to determine whether to reflect at time $\tau$, instead we choose factor $r$ by letting

$$
\begin{equation*}
\mathbb{P}(r=s)=\frac{M_{s}(\tau)}{M(\tau)} \tag{19}
\end{equation*}
$$

and then a reflection occurs if

$$
\begin{equation*}
u<\frac{\lambda_{r}(\tau)}{M_{r}(\tau)}, \tag{20}
\end{equation*}
$$

where $u \sim \mathrm{U}(0,1)$, in which case we set $v^{\prime}=R_{j}[x(\tau)] v$. Pseudocode for the sub-sampling reflection algorithm is given in Algorithm (3) below.

```
Algorithm 3 Reflection ECMC with sub-sampling.
    Arbitrarily initialize \(\left(x^{(0)}, v^{(0)}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}\).
    Let \(T=0\).
    for \(i=1,2 \ldots\) do
        Simulate \(\tau_{\text {reflect }}\) as the first arrival time of a Poisson process of rate \(M(t)=\)
    \(\sum_{j} M_{j}(t)\), where \(M_{j}(t) \geq \lambda_{j}(x(t), v(t))\) for each \(j\).
        Simulate \(\tau_{\text {refresh }} \sim \operatorname{Exp}\left(\lambda_{0}\right)\).
        Set \(\tau^{(i)} \leftarrow \min \left(\tau_{\text {refresh }}, \tau_{\text {reflect }}\right)\).
        Set \(x^{(i)} \leftarrow x^{(i-1)}+\tau^{(i)} v^{(i-1)}\).
        if \(\tau^{(i)}=\tau_{\text {refresh }}\) then
            Set \(v^{(i)} \sim \psi\).
        end if
        if \(\tau^{(i)}=\tau_{\text {reflect }}\) then
            Choose factor \(r\) with probability \(M_{j}\left(\tau^{(i)}\right) / M\left(\tau^{(i)}\right)\).
            if \(u<\lambda_{j}\left(\tau^{(i)}\right) / M_{j}\left(\tau^{(i)}\right)\) where \(u \sim \mathrm{U}(0,1)\), then
                    Set \(v^{(i)} \leftarrow R\left[x^{(i)}\right] v^{(i-1)}\).
            else
                    Set \(v^{(i)} \leftarrow v^{(i-1)}\).
            end if
        end if
        Set \(T \leftarrow T+\tau^{(i)}\).
        Return \(\left(x^{(i)}, v^{(i)}, T\right)\).
    end for
```

Proofs of correctness (i.e. correct invariant distribution and ergodicity of resulting Markov chain) for the sub-sampling algorithm for flip-ECMC and reflect-ECMC are given as Theorem 4.1 in Bierkens et al. [7], and as an extension to Proposition 1 in Appendix 3 of Bouchard-Côté et al. [8]. When $M_{j}(t)=\bar{M}(t)$ for all $j=1,2, \ldots, R$ so that (19) reduces to sampling uniformly from $\{1,2, \ldots, R\}$; we shall refer to this procedure as naive sub-sampling.
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In general, the need to evaluate only one of the intensities (17) at each iteration, coupled with the fact that the sum $M(t)=\sum_{j} M_{j}(t)=\sum_{j} \bar{M}(t)=R \bar{M}(t)$ can be computed in $O(1)$ time will mean that the algorithmic complexity of an iteration will be reduced by a factor of $O(n)$ [7]; however, the requirement of using the 'worst case' bound $\bar{M}$ means that the efficiency of the naive algorithm may be dramatically reduced, as the ratio in (20) will be typically be extremely small, and so most iterations will fail to produce a reflection. However, in scenarios in which - usually by recourse to precomputed data structures - one can loop over the factors implicitly to compute the sum $\sum_{j} M_{j}(t)$ and perform the sampling step (19) in constant time, then it will be possible to enjoy the computational parsimony of the naive method without suffering from the loss of efficiency due to the loose bounds. This will be made possible by the alias sampling method, given as Theorem 4.1 in Chapter 3 of Devroye [12]:

Proposition 5.1 Every probability vector $p_{1}, p_{2}, \ldots, p_{k}$ (i.e. $p_{i} \geq 0$ and $\sum_{i} p_{i}=1$ ) can be expressed as an equiprobable mixture of $k$ two-point distributions.

Proposition 5.1 will make it possible to compute the sampling in (19) in constant time by first sampling uniformly from $\{1,2, \ldots, R\}$ and then sampling from the corresponding two-point distribution; note that the alias method requires a set-up which can be performed in $O(k)$.

At this point, it is convenient to introduce an example that will be used to illustrate the sub-sampling method and the alias method.

### 5.1.1 Example: Bayesian Logistic Regression.

Consider a dataset consisting of binary outcomes $y^{r} \in\{0,1\}$ associated to $d$-dimensional covariates $\xi^{r} \in \mathbb{R}^{d}$ and parameter $x \in \mathbb{R}^{d}$, where the outcomes are assumed to been generated from the logistic regression model

$$
\begin{equation*}
\mathbb{P}(y=1 \mid \xi, x)=\frac{1}{1+\exp \left(-\sum_{i=1}^{d} x_{i} \xi_{i}\right)} . \tag{21}
\end{equation*}
$$

With a flat prior for $x$, which we assume for simplicity, the likelihood function is given by

$$
\begin{equation*}
\pi(x)=\prod_{r=1}^{R} \frac{\exp \left(y^{r} \sum_{i=1}^{d} x_{i} \xi_{i}\right)}{1+\exp \left(\sum_{i=1}^{d} x_{i} \xi_{i}\right)} \tag{22}
\end{equation*}
$$

and so the energy function (plus a constant) is

$$
\begin{equation*}
U(x)=\sum_{r=1}^{R}\left\{\log \left(1+\exp \left(\sum_{i=1}^{d} x_{i} \xi_{i}^{r}\right)\right)-y^{j} \sum_{i=1}^{d} x_{i} \xi_{i}^{r}\right\} \tag{23}
\end{equation*}
$$

and so the $i$-th component of the gradient is easily seen to be

$$
\begin{equation*}
\partial_{i} U(x)=\sum_{r=1}^{R}\left(\frac{\xi_{i}^{r} \exp \left(\sum_{j=1}^{d} x_{j} \xi_{j}^{r}\right)}{1+\exp \left(\sum_{j=1}^{d} x_{j} \xi_{j}^{r}\right)}-y^{r} \xi_{i}^{r}\right) . \tag{24}
\end{equation*}
$$
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Now we seek to bound the intensities (17) uniformly in $r$. We have

$$
\begin{aligned}
\lambda_{r}(x(t), v(t)) & =\left\langle v, \nabla U_{r}(x+t v)\right\rangle^{+} \\
& =\left(\sum_{i=1}^{d} v_{i}\left(\frac{\xi_{i}^{r} \exp \left(\sum_{j=1}^{d}\left(x_{j}+t v_{j}\right) \xi_{j}^{r}\right)}{1+\exp \left(\sum_{j=1}^{d}\left(x_{j}+t v_{j}\right) \xi_{j}^{r}\right)}-y^{r} \xi_{i}^{r}\right)\right)^{+} \\
& \leq \sum_{i=1}^{d}\left(v_{i}\left(\frac{\xi_{i}^{r} \exp \left(\sum_{j=1}^{d}\left(x_{j}+t v_{j}\right) \xi_{j}^{r}\right)}{1+\exp \left(\sum_{j=1}^{d}\left(x_{j}+t v_{j}\right) \xi_{j}^{r}\right)}-y^{r} \xi_{i}^{r}\right)\right)^{+} \\
& \leq \sum_{i=1}^{d}\left\|v_{i}\left(\frac{\xi_{i}^{r} \exp \left(\sum_{j=1}^{d}\left(x_{j}+t v_{j}\right) \xi_{j}^{r}\right)}{1+\exp \left(\sum_{j=1}^{d}\left(x_{j}+t v_{j}\right) \xi_{j}^{r}\right)}-y^{r} \xi_{i}^{r}\right)\right\| \\
& \leq \sum_{i=1}^{d}\left|v_{i}\right|\left|\xi_{i}^{r}\right| \\
& \leq \sum_{i=1}^{d}\left|v_{i}\right| \max \left|\xi_{i}^{r}\right|,
\end{aligned}
$$

where the third inequality follows from $0<\exp (a) /(1+\exp (a)<1$ for $a \in \mathbb{R}$. Hence, if $\bar{\xi}_{i}=\max _{r}\left|\xi_{i}^{r}\right|$, we may implement the naive sub-sampling method with $\bar{M}(t)=\sum_{i}\left|v_{i}\right| \mid \bar{\xi}_{i}$.

Now we revisit the above calculations in order to construct bounds in such a way that the sampling in (19) is amenable to the alias method. We follow calculations from Section 4.6 and Appendix B of Bouchard-Côté et al. [8], and extend their presentation to allow for the possibility of negative covariates. This will require that various computations be performed before the sampling can begin. First, for each $i=1,2, \ldots, d$ we let

$$
\begin{equation*}
\left(\xi_{i}\right)^{+, 1}+\left(\xi_{i}\right)^{-, 0}=\sum_{r=1}^{r}\left\{\left(\xi_{i}^{r}\right)^{+}\left[y^{r}=1\right]+\left(\xi_{i}^{r}\right)^{-}\left[y^{r}=0\right]\right\} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\xi_{i}\right)^{+, 0}+\left(\xi_{i}\right)^{-, 1}=\sum_{r=1}^{r}\left\{\left(\xi_{i}^{r}\right)^{+}\left[y^{r}=0\right]+\left(\xi_{i}^{r}\right)^{-}\left[y^{r}=1\right]\right\} . \tag{26}
\end{equation*}
$$

Then we create, for each $i=1,2, \ldots, d$ the following two probability vectors of length $R$, with $r$-th entries given by

$$
\begin{equation*}
\frac{\left(\xi_{i}^{r}\right)^{+, 1}+\left(\xi_{i}^{r}\right)^{-, 0}}{\left(\xi_{i}\right)^{+, 1}+\left(\xi_{i}\right)^{-, 0}} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left(\xi_{i}^{r}\right)^{+, 0}+\left(\xi_{i}^{r}\right)^{-, 1}}{\left(\xi_{i}\right)^{+, 0}+\left(\xi_{i}\right)^{-, 1}}, \tag{28}
\end{equation*}
$$

where the denominators above are given by (25) and (26) respectively, and then conclude the pre-computation by constructing alias sampling tables according to the scheme outlined in Section 3.4 of Devroye [12]. Now, recall that for $a \in \mathbb{R},(a)^{+}=\max (0, a)$ denotes the positive part of $a$, and let $(a)^{-}=-\min (0, a)$ denote the negative part of $a$ so that $a=(a)^{+}-(a)^{-}$. Let $s: \mathbb{R} \rightarrow \mathbb{R}^{+}$denote the logistic function $a \mapsto \exp (a) /(1+\exp (a)$,
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with $0<s(a)<1$ for all $a \in \mathbb{R}$. Let [.] be a shorthand for the indicator function, i.e. $[A](x)=1$ if $x \in A$ and $[A](x)=0$ if $x \notin A$; we will abuse the notation and write $[A]$ for $[A](x)$ when the context is clear. By (24), for $r \in\{1,2, \ldots, R\}$ with $y^{r}=0$ we have

$$
\begin{aligned}
\lambda_{r}(t) & =\left(\sum_{i=1}^{d} v_{i} \xi_{i}^{r} s\left(\left\langle\xi^{r}, x(t)\right\rangle\right)\right)^{+} \\
& \leq\left(\sum_{i=1}^{d} v_{i} \xi_{i}^{r}\right)^{+} \\
& \leq \sum_{i=1}^{d}\left(v_{i} \xi_{i}^{r}\right)^{+} \\
& =\sum_{i=1}^{d}\left|v_{i}\right|\left(\left[v_{i} \geq 0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i}<0\right]\left(\xi_{i}^{r}\right)^{-}\right) .
\end{aligned}
$$

Likewise, for $r \in\{1,2, \ldots, R\}$ with $y^{r}=1$ we have

$$
\begin{aligned}
\lambda_{r}(t) & =\left(\sum_{i=1}^{d} v_{i} \xi_{i}^{r}\left(s\left(\left\langle\xi^{r}, x(t)\right\rangle\right)-1\right)\right)^{+} \\
& =\left(\sum_{i=1}^{d}-v_{i} \xi_{i}^{r}\left(1-s\left(\left\langle\xi^{r}, x(t)\right\rangle\right)\right)\right)^{+} \\
& \leq\left(\sum_{i=1}^{d}-v_{i} \xi_{i}^{r}\right)^{+} \\
& \leq \sum_{i=1}^{d}\left(-v_{i} \xi_{i}^{r}\right)^{+} \\
& =\sum_{i=1}^{d}\left|v_{i}\right|\left(\left[v_{i}<0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i} \geq 0\right]\left(\xi_{i}^{r}\right)^{-}\right) .
\end{aligned}
$$

Combining these expressions yields

$$
\begin{equation*}
\lambda_{r}(t) \leq \sum_{i=1}^{d}\left|v_{i}\right|\left(\left[v_{i}(-1)^{y^{r}} \geq 0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i}(-1)^{y^{r}}<0\right]\left(\xi_{i}^{r}\right)^{-}\right)=M_{r}(t)=M_{r} . \tag{29}
\end{equation*}
$$

Summing over the data points gives

$$
\begin{aligned}
M(t)=\sum_{r=1}^{R} M_{r}(t) & =\sum_{r=1}^{R} \sum_{i=1}^{d}\left|v_{i}\right|\left(\left[v_{i}(-1)^{y^{r}} \geq 0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i}(-1)^{y^{r}}<0\right]\left(\xi_{i}^{r}\right)^{-}\right) \\
& =\sum_{i=1}^{d}\left|v_{i}\right|\left\{\sum_{r=1}^{R}\left(\left[v_{i}(-1)^{y^{r}} \geq 0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i}(-1)^{y^{r}}<0\right]\left(\xi_{i}^{r}\right)^{-}\right)\right\}
\end{aligned}
$$

where, depending on the signs of the $v_{i}$ 's, the inner sums can be computed in constant time by recourse to either (25) or (26). Now, to implement the sampling in (19) efficiently, we consider (see [8]) a contrived distribution over the data points and dimension indices
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with mass function given by

$$
\begin{equation*}
\mathbb{P}(r, i)=\frac{1}{M}\left\{\left|v_{i}\right|\left(\left[v_{i}(-1)^{y^{r}} \geq 0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i}(-1)^{y^{r}}<0\right]\left(\xi_{i}^{r}\right)^{-}\right)\right\} \tag{30}
\end{equation*}
$$

where $M=\sum_{r} M_{r}$. The marginal distribution of $i$ is given by

$$
\begin{align*}
\mathbb{P}(i) & =\frac{1}{M} \sum_{r=1}^{R}\left|v_{i}\right|\left(\left[v_{i}(-1)^{y^{r}} \geq 0\right]\left(\xi_{i}^{r}\right)^{+}+\left[v_{i}(-1)^{y^{r}}<0\right]\left(\xi_{i}^{r}\right)^{-}\right)  \tag{31}\\
& =\frac{1}{M}\left|v_{i}\right|\left(\left(\xi_{i}\right)^{+,\left[v_{i}<0\right]}+\left(\xi_{i}\right)^{-,\left[v_{i} \geq 0\right]}\right) \tag{32}
\end{align*}
$$

where the term in brackets is either (25) or (26), again depending on the sign of $v_{i}$. By construction, the marginal distribution of $r$ is given by (19), and so to sample from $\mathbb{P}(r)$ we may sample first from $\mathbb{P}(i)$ and then from the conditional $\mathbb{P}(r \mid i)$ which is given by

$$
\begin{equation*}
\mathbb{P}(r \mid i)=\frac{\mathbb{P}(r, i)}{\mathbb{P}(i)}=\frac{\left(\xi_{i}^{r}\right)^{+,\left[v_{i}<0\right]}+\left(\xi_{i}^{r}\right)^{-,\left[v_{i} \geq 0\right]}}{\left(\xi_{i}\right)^{+,\left[v_{i}<0\right]}+\left(\xi_{i}\right)^{-,\left[v_{i} \geq 0\right]}} ; \tag{33}
\end{equation*}
$$

this we achieve in $O(1)$ using the alias tables.

### 5.2 Control Variates.

The most promising improvement to the basic flipping algorithm suggested in Bierkens et al. [7] according to their simulations seems to be the method of control variates. After deriving the method for the flip algorithm, they demonstrate its effectiveness using Gaussians and posterior distributions arising from Bayesian logistic regression models. In what follows we show that the technique can be used for the reflection algorithm as well, and in the next section we undertake some numerical comparisons between the reflect algorithm with control variates and the flip method with control variates presented in [7]. We also compare its effectiveness against the alias method presented above.

The control variate method relies on the assumption that the components of the gradient of the energy function are globally and uniformly Lipschitz ([7]), that is, that there exist constants $C_{i}$ for $i=1,2, \ldots, d$ such that for some $p \in[1, \infty]$, we have for all $x_{1}, x_{2} \in \mathbb{R}^{d}$ and for each $i=1,2, \ldots, d, j=1,2, \ldots, R$ we have

$$
\begin{equation*}
\left|\partial_{i} U^{j}\left(x_{1}\right)-\partial_{i} U^{j}\left(x_{2}\right)\right| \leq C_{i}\left\|x_{1}-x_{2}\right\|_{p}, \tag{34}
\end{equation*}
$$

where $\|\cdot\|_{p}$ is the $L^{p}$ norm. Proceeding under this assumption, we select a reference point $x^{*} \in \mathbb{R}^{d}$, and we observe that, when (16) holds, for all $x \in \mathbb{R}^{d}$ we have

$$
\begin{equation*}
\partial_{i} U(x)=\partial_{i} U\left(x^{*}\right)+\sum_{j=1}^{R}\left(\partial_{i} U^{j}(x)-\partial_{i} U^{j}\left(x^{*}\right)\right) . \tag{35}
\end{equation*}
$$

We define

$$
\begin{equation*}
\widetilde{U}^{j}(x)=\frac{1}{R} U\left(x^{*}\right)+U^{j}(x)-U^{j}\left(x^{*}\right), \tag{36}
\end{equation*}
$$
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and we consider a process identical to the subsampling method, except rather than using (17) and (18) for the intensity function and reflection operators respectively, we replace $U^{j}(x)$ with $\widetilde{U}^{j}(x)$ and instead use the intensity

$$
\begin{equation*}
\widetilde{\lambda}_{j}(x, v)=\left\langle v, \nabla \widetilde{U}^{j}(x)\right\rangle^{+} \tag{37}
\end{equation*}
$$

and the reflection operator

$$
\begin{equation*}
\widetilde{R}_{j}[x] v=\left(I_{d}-2 \frac{\nabla \widetilde{U}^{j}(x) \nabla \widetilde{U}^{j}(x)^{t}}{\left\langle\nabla \widetilde{U}^{j}(x), \nabla \widetilde{U}^{j}(x)\right\rangle}\right) v=v-2 \frac{\left\langle\nabla \widetilde{U}^{j}(x), v\right\rangle}{\left\|\widetilde{U}^{j}(x)\right\|^{2}} \nabla \widetilde{U}^{j}(x) . \tag{38}
\end{equation*}
$$

Now, for this intensity, we have

$$
\begin{aligned}
\widetilde{\lambda}_{j}(x, v) & =\left\langle v, \nabla \widetilde{U}^{j}(x)\right\rangle^{+} \\
& =\frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)+\left(U^{j}(x)-U^{j}\left(x^{*}\right)\right)\right\rangle^{+} \\
& \leq \frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\left\langle v,\left(U^{j}(x)-U^{j}\left(x^{*}\right)\right)\right\rangle^{+} \\
& \leq \frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d}\left(v_{i} \partial_{i} U^{j}(x)-\partial_{i} U^{j}\left(x^{*}\right)\right)^{+} \\
& \leq \frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d}\left|v_{i} \| \partial_{i} U^{j}(x)-\partial_{i} U^{j}\left(x^{*}\right)\right|,
\end{aligned}
$$

where we have used that for $a, b \in \mathbb{R},(a+b)^{+} \leq(a)^{+}+(b)^{+}$. To bound the intensity as a function of $t$, we note that

$$
\begin{aligned}
\widetilde{\lambda}_{r}(t)=\widetilde{\lambda}_{j}(x+t v, v) & \leq \frac{1}{R}\left\langle v, U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d}\left|v_{i}\right|\left|\partial_{i} U^{j}(x+t v)-\partial_{i} U^{j}\left(x^{*}\right)\right| \\
& =\frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d}\left|v_{i} \| \partial_{i} U^{j}(x+t v)-\partial_{i} U^{j}(x)+\partial_{i} U^{j}(x)-\partial_{i} U^{j}\left(x^{*}\right)\right| \\
& \leq \frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d}\left|v_{i}\right|\left(\left|\partial_{i} U^{j}(x+t v)-\partial_{i} U^{j}(x)\right|+\left|\partial_{i} U^{j}(x)-\partial_{i} U^{j}\left(x^{*}\right)\right|\right) \\
& \leq \frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d}\left|v_{i}\right| C_{i}\left(t\|v\|_{p}+\| x-x^{*}| |_{p}\right) \\
& =a+b t=M(t)
\end{aligned}
$$

which follows from (34) and the triangle inequality; this is an affine bound, and thus the process with intensity $R M(t)$ may be simulated exactly. In order to guarantee that these bounds work well in practice, we will usually choose $x^{*}$ to be a point around which much of the probability mass of the posterior is concentrated, such as the posterior mode or the maximum likelihood estimate. Finding such a reference point will require a computational overhead before the algorithm may begin, although the time spent on this phase will usually be negligible.
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The validity of this method follows from a straightforward modification of the theorem in Appendix A. 1 of Bouchard-Côté et al. [8].

### 5.2.1 Lipschitz Bounds for Logistic Regression.

In the logistic regression example from above, we have from (24) that the $i$-th component of the gradient for the $r$-th observation is given by

$$
\begin{equation*}
\partial_{i} U^{r}(x)=\frac{\xi_{i}^{r} \exp \left(\sum_{j=1}^{d} x_{j} \xi_{j}^{r}\right)}{1+\exp \left(\sum_{j=1}^{d} x_{j} \xi_{j}^{r}\right)}-y^{r} \xi_{i}^{r} \tag{39}
\end{equation*}
$$

and so for $k=1, \ldots, d$ the $k, i$-th entry of the Hessian matrix is given by

$$
\begin{equation*}
\partial_{k} \partial_{i} U^{r}(x)=\frac{\xi_{k}^{r} \xi_{i}^{r} \exp \left(\sum_{j=1}^{d} x_{j} \xi_{j}^{r}\right)}{\left(1+\exp \left(\sum_{j=1}^{d} x_{j} \xi_{j}^{r}\right)\right)^{2}} . \tag{40}
\end{equation*}
$$

Using the bounds $0<\exp (a) /(1+\exp (a))<1$ and $0<\exp (a) /(1+\exp (a))^{2} \leq 1 / 4$ yields

$$
\begin{equation*}
\left|\partial_{i} U^{r}(x)\right| \leq\left|\xi_{i}^{r}\right| \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\partial_{k} \partial_{i} U^{r}(x)\right| \leq \frac{1}{4}\left|\xi_{k}^{r} \xi_{i}^{r}\right|, \tag{42}
\end{equation*}
$$

and thus we have that (34) holds for $p=2$ with

$$
\begin{equation*}
C_{i}=\max _{r=1, \ldots, R} \frac{1}{4}\left|\xi_{i}^{r}\right|\left\|\xi^{r}\right\|_{2} \tag{43}
\end{equation*}
$$

which follows from the mean value theorem along the line from $x_{1}$ and $x_{2}[7]$. These expressions will be used to implement the control variate method for both the flip and the reflection algorithms.

### 5.3 Numerical Experiments.

In this section we perform a sequence of experiments comparing the performance of the two ECMC methods and their variants described above for Bayesian logistic regression; for simplicity we use flat priors for the parameters. Figures 8 and 9 below show, respectively, boxplots of the time-normalized effective sample sizes (ESS per second) and raw effective sample sizes (ESS) for 10 runs of the various methods repeated on each of four different types of datasets, one for each combination of low/high dimension ( $d=5$, $d=20$ ), and small/large number of observations ( $R=500, R=10000$ ). We remark that none of the ESS/s figures include the pre-computation times for the informed subsampling or control variate methods - in long runs such as these they are negligible. Note that as dimension and observation count increased, we ran the chains for larger number of iterations to ensure that the approximations involved in estimating the ESS remained
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reasonable (see Appendix 8.1), and so raw ESS totals across the settings are inflated for the longer runs, while the values of ESS/s across settings must be interpreted with care. Thus when we discuss changes in performance across the four settings, we will largely be referring to performance relative to the other methods .


Figure 8: Boxplots showing the Effective Sample Size per CPU second for 10 experiments of flip-ECMC and reflect-ECMC in four different settings: $R=500, d=5$, $R=500, d=20, R=10000, d=5$ and $R=10000, d=20$. The red dashes indicate the median, and the red boxes show the mean. The horizontal axis indexes the method that was used: FN and RN for the naive subsampling variants of the flip/reflect algorithms respectively, FA/RA for the alias sampling variants, and $\mathrm{Fcv} / \mathrm{Rcv}$ for the control variate variants. Each experiment consisted of, respectively, $10^{6}, 2 \times 10^{6}, 3 \times 10^{6}$ and $10^{7}$ events, and was carried out on a synthetic binary dataset in which the true parameters were randomly generated from a $d$-dimensional standard normal distribution, and covariates were randomly generated as the absolute values of $d$-dimensional standard normals for each observation. For each experiment, various methods were carried out on the same dataset. The refreshment parameter for the reflection algorithm was set (without any preliminary tuning) to $\lambda_{0}=1,2,3,6$ for the four scenarios listed above, respectively. All experiments are initialized at the MLE, with randomly drawn velocities.


Figure 9: Boxplots showing the corresponding raw Effective Sample Sizes for the 10 experiments of flip-ECMC and reflect-ECMC shown above; that is, for four different settings: $R=500, d=5, R=500, d=20, R=10000, d=5$ and $R=10000, d=$ 20. Each experiment consisted of, respectively, $10^{6}, 2 \times 10^{6}, 3 \times 10^{6}$ and $10^{7}$ events, and was carried out on a synthetic binary dataset in which the true parameters were randomly generated from a $d$-dimensional standard normal distribution, and covariates were randomly generated as the absolute values of $d$-dimensional standard normals for each observation. For each experiment, various methods were carried out on the same dataset.

Several features revealed in Figures 8 and 9 are immediately striking. As expected, we note the poor performance of the naive sub-sampling methods relative to the alias sampling methods, which use the same technique to bound the intensity for a given observation but do not require a uniform bound for all $j \in\{1, \ldots, R\}$. In the lowdimension setting, the naive methods are the least effective, although at $d=20$ they are seen to outperform their control variate counterparts (that is, Fn outperforms Fcv and Rn outperforms Rcv). This rectifies itself as the number of observations increases however, and at $d=20, R=10000$, we see that they are again inferior to the control variate methods. The sharp decline in the performance of the control variate methods as the dimension increases will be largely due to the presence in the Lipschitz bound (34) of the distance term $\left\|x-x^{*}\right\|_{p}$. This will cause the intensity to be quite high (and the bound quite loose) whenever the chain moves away from the reference point (which is usually a region of high probability) regardless of the direction of the velocity, and so large numbers of candidate event times will be drawn (and rejected) even if the chain is moving to regions of lower energy; it is likely that this behaviour is also partly responsible for
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the much larger variability in the performance of the CV methods relative to the others. This problem may be alleviated somewhat if a Lipschitz bound may be found with a higher value of $p$, (as for $p, q \in[1, \infty]$ such that $p<q$, we have $\|\cdot\|_{p} \geq\|\cdot\|_{q}$ ) although there is a trade-off between $p$ and the constants $C_{i}$ in (34) that must be considered (see Bierkens et al. [7] for a brief discussion of the trade-off; in particular they find that $p=\infty$ is optimal when the target is Gaussian and recommend $p=2$ as a sensible choice when no knowledge of the optimal value is available). Another possible solution would be to periodically reset the reference point $x^{*}$ after an event to be the current position $x$ of the chain, and to continually reset it after some fixed number of iterations, setting it back to its original value should the chain pass within some tolerable distance; this is similar to the 'drop proxies along the way' idea proposed in Bardenet et al. [4]. The bounds used for the simulation via thinning affect only the algorithmic efficiency - not the invariance or ergodicity properties of the chain, and so this is easily seen to be valid. We do not pursue this possibility however, as it is not possible to implement simultaneously with another improvement which we propose in the next subsection.

Another salient point that we see from the figures concerns the difference between the flip method and the reflection method; we have already seen evidence for the superiority of the reflection method in Section (4). These experiments strengthen that evidence, as in each case, across each setting, the reflection method is superior (both in terms of raw ESS and ESS/s) to the flip method, which indicates that it both mixes more quickly (raw ESS) and iterates more quickly (as, at least for the control variate method, the gulf in ESS/s greater on the log scale than the gulf in ESS). This is least pronounced for the alias method, because the additional step in the reflection algorithm required to sample from the marginal distribution of the dimension indices (see (31)) will increase the time required for an event-time to be computed; this step reduces the speed advantage that the reflection algorithm has over the flip algorithm in situations where the event-times can be simulated in a more straightforward fashion (e.g. for Gaussians - c.f. Figures $4,7)$. Of course, regardless of whether this step is implemented or not, both methods will require $O(d)$ steps to compute an event-time, although this will noticeably increase the constant factor for the reflection method.

### 5.4 Informed Sub-Sampling with Control Variates.

In the previous section, we saw the vast improvements in the performance of both the flip method and the reflection method that came as a result of using the informed subsampling method of Bouchard-Côté et al. [8], which achieves the factor selection step (19) in the same $O(1)$ time as the naive uniform sub-sampling of [7] without suffering the inefficiencies which result from having to use the same bound for each factor, which may dramatically reduce the number of events that lead to a flip or a reflection. Naturally, the magnitude of this gulf in performance depends on the nature of the data in question; the bounds will be worse in cases where the covariates tend to vary largely (in relative scale) from the means of their absolute values, e.g. when the covariates are drawn from heavy-tailed distributions or have large outliers. Additionally, the naive bounds will of
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course be extremely sensitive to outliers. We also saw in the previous section, especially in low dimensions, the benefits to be gained by using the control variate technique to reduce the variance of the gradient estimators used by the sub-sampling methods. These improvements motivate the consideration of a method which combines both improvements, i.e. uses the control variate bounds and implements the informed sub-sampling via the alias method; this we introduce below.

Consider again the case of the reflection algorithm for logistic regression, and recall the Lipschitz bounds (43). For an individual observation $j \in\{1, \ldots, R\}$, we have then that

$$
\begin{equation*}
\left|\partial_{i} U^{j}\left(x_{1}\right)-\partial_{i} U^{j}\left(x_{2}\right)\right| \leq C_{i}^{j}\left\|x_{1}-x_{2}\right\| \tag{44}
\end{equation*}
$$

holds with

$$
\begin{equation*}
C_{i}^{j}=\frac{1}{4}\left|\xi_{i}^{j}\right|\left\|\xi^{j}\right\|_{2}, \tag{45}
\end{equation*}
$$

and so, following the same steps as in Section 5.2 we have the bound

$$
\begin{equation*}
\tilde{\lambda}_{j}(x(t), v(t)) \leq \frac{1}{R}\left\langle v, \nabla U\left(x^{*}\right)\right\rangle^{+}+\sum_{i=1}^{d} C_{i}^{j}\left|v_{i}\right|\left(t\|v\|_{2}+\left\|x-x^{*}\right\|_{2}\right)=M_{r}(t), \tag{46}
\end{equation*}
$$

where, as before, $x^{*} \in \mathbb{R}^{d}$ is an arbitrary reference point. Making the further assumption that $x^{*}=\widehat{x}$ is the maximum likelihood estimate yields

$$
\begin{equation*}
M_{r}(t)=\sum_{i=1}^{d} C_{i}^{j}\left|v_{i}\right|\left(t\|v\|_{2}+\left\|x-x^{*}\right\|_{2}\right) . \tag{47}
\end{equation*}
$$

Once again, we consider a contrived distribution over the observation indices $j \in\{1, \ldots, R\}$ and the variable indices $i \in\{1, \ldots, d\}$. Let $\mathbb{P}(i, j)$ be given by

$$
\begin{equation*}
\mathbb{P}(i, j) \propto C_{i}^{j}\left|v_{i}\right|, \tag{48}
\end{equation*}
$$

so that the marginal distribution of $i$ is given by

$$
\begin{equation*}
\mathbb{P}(i)=\sum_{j} \mathbb{P}(i, j) \propto \mathbf{C}_{i}\left|v_{i}\right| \tag{49}
\end{equation*}
$$

where $\mathbf{C}_{i}=\sum_{j} C_{i}^{j}$. By design, we see that the informed sub-sampling (19) that we wish to carry out may be achieved by sampling the marginal distribution of $j$, which is given by

$$
\begin{equation*}
\mathbb{P}(j)=\frac{M_{r}(t)}{\sum_{r} M_{r}(t)} . \tag{50}
\end{equation*}
$$

This we may sample from by letting $i \sim \mathbb{P}_{i}(\cdot)$ and then taking $j \sim \mathbb{P}_{j \mid i}(\cdot \mid i)$ from the conditional which by (48) and (49) is given by

$$
\begin{equation*}
\mathbb{P}_{j \mid i}(j \mid i)=\frac{C_{i}^{j}}{\mathbf{C}_{i}} . \tag{51}
\end{equation*}
$$
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After constructing the alias table dictated by (51), we may thus carry out informed sub-sampling using control-variate bounds in $O(1)$ time in $R$. We do not derive the procedure in the case of the flipping algorithm; the procedure is identical save for the fact that there is no need to recourse to the synthetic distribution as the events are determined on a component-by-component basis, and the required alias tables are the same.

### 5.5 Further Experiments.

In this section we reconsider the experiments discussed above, and compare the results that we observed with the performance of the control variate method with informed sub-sampling.


Figure 10: Same as Figure 8 above, except two boxplots for each scenario have been added to display the results of the Flip/Reflect algorithms using informed-subsampling with control variates (respectively FAcv and RAcv).

Figure 10 displays the results. As expected, we see that the use of informed subsampling leads to substantial gains in efficiency. Of course, as we saw earlier, this new method still suffers a severe drop in performance as the dimension increases due to the control variate bound, though with informed sub-sampling we see that they outperform all the other methods, except in the $R=500, d=20$ case, where $R$ is not yet high enough relative to $d$ for the benefits of the use of control variates to be decisive. Note that once again the reflection algorithm has outperformed its flip counterpart in each setting.
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### 5.6 On Scaling, and the Advantages of Informed Sub-Sampling.

In this section, we will consider how the reflection algorithms presented above scale for big data, i.e. as the number $n$ of data points becomes large, and we quantify the difference between naive sub-sampling and informed sub-sampling using the alias method in the control variate setting, which we illustrate with an example. Throughout, we will closely follow the analysis shown in Bierkens et al. [7], where analogous arguments are laid out for the flip algorithm.

### 5.6.1 Scaling of the Reflection Algorithm.

Let $n \in \mathbb{N}$ and suppose that the energy function may be expressed as

$$
\begin{aligned}
U(\theta) & =-\sum_{j=1}^{n} \log f\left(y^{j} \mid \theta\right) \\
& =-\sum_{j=1}^{n} U^{j}(\theta),
\end{aligned}
$$

where the observations $y^{j}$ are drawn independently from the data generating distribution $f\left(y^{j} \mid \theta_{0}\right)$. Letting $\widehat{\theta}$ denote the maximum likelihood estimator of $\theta$ based on observations $y^{1}, \ldots, y^{n}$, and let $\phi(\theta)=\sqrt{n}(\theta-\hat{\theta})$, so that $\theta(\phi)=n^{-1 / 2} \phi+\hat{\theta}$. Now, in the limit as $n \rightarrow \infty$, the posterior distribution with respect to the variable $\phi$ will converge to a zero mean multivariate normal distribution with covariance given by $\mathcal{I}\left(\theta_{0}\right)^{-1}$, the inverse of the expected Fisher information [7, 21]. To analyse the limit of the event rate, we expand the gradient of the energy function around $\hat{\theta}$, yielding

$$
\begin{aligned}
\nabla_{i} U(\theta) & =\nabla_{i} U(\hat{\theta})+\sum_{j=1}^{n} \sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta})\left(\theta_{k}-\hat{\theta}_{k}\right)+O\left(|\theta-\hat{\theta}|^{2}\right) \\
& =\sum_{j=1}^{n} \sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta})\left(\theta_{k}-\hat{\theta}_{k}\right)+O\left(|\theta-\hat{\theta}|^{2}\right)
\end{aligned}
$$

where $\partial_{i} U(\theta)=\partial / \partial \theta_{i} U(\theta)$, which follows from the multivariate analogue of Taylor's theorem and the fact that $\hat{\theta}$ is the maximum likelihood estimate. The intensity of the nonhomogeneous Poisson process which determines the event times can thus be expressed, in terms of $\phi$, as

$$
\begin{equation*}
\langle v, \nabla U(\theta)\rangle^{+}=n^{-1 / 2}\left(\sum_{i=1}^{d} v_{i}\left(\sum_{j=1}^{n} \sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta}) \phi_{k}\right)\right)^{+}+O\left(\frac{\|\phi\|^{2}}{n}\right) ; \tag{52}
\end{equation*}
$$

note that the first term on the left-hand side is $O\left(n^{1 / 2}\right)$ by the law of large numbers (note that $\phi$ is $O(1)$ - e.g. [36]). Arguing as in [7], we observe that in terms of $\phi$, the process has velocity given by $n^{1 / 2} v$, and so after a time-scale transformation by $n^{1 / 2}$, we recover
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a velocity of $v$ and the intensity becomes

$$
\begin{equation*}
\left(\frac{1}{n} \sum_{i=1}^{d} v_{i}\left(\sum_{j=1}^{n} \sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta}) \phi_{k}\right)\right)^{+}+O\left(n^{-1 / 2}\right), \tag{53}
\end{equation*}
$$

as $\|\phi\|$ is $O(1)$. By the strong law of large numbers, the above converges to

$$
\begin{equation*}
\tilde{\lambda}(\phi, v)=\left\langle v, \mathcal{I}\left(\theta_{0}\right) \phi\right\rangle^{+} \tag{54}
\end{equation*}
$$

with probability 1 , which is precisely the intensity arising from a Gaussian distribution with zero mean and covariance matrix $\mathcal{I}\left(\theta_{0}\right)^{-1}$. Now, as this expression is now free from dependence on $n$, we see, assuming we are starting from the stationary distribution, that an approximately independent point will be reached within a time interval of $O(1)$; in the original time scale, this corresponds to a time interval of $O\left(n^{-1 / 2}\right)$. Provided that the bound on the intensity is of order no greater than $O\left(n^{1 / 2}\right)$, this interval will be realized after $O(1)$ candidate event-times are proposed. If the algorithm is implemented without sub-sampling, then the cost of accepting or rejecting an event-time is $O(n)$, as the energy gradient must be calculated with respect to all of the data points; thus, the computational complexity of obtaining an independent point using the basic reflection algorithm is $O(n)$ as long as the bound on the intensity is $O\left(n^{1 / 2}\right)$. The same is true for the flipping algorithm [7].

### 5.6.2 Scaling of the Reflection Algorithm with Control Variates.

Consider now the case in which Lipschitz bounds are used to bound the intensity given by (36) and (37). Suppose, for now, that there exist Lipschitz bounds such that the constants $C_{i}$ (as in (34)) are uniformly $O(1)$ in $j=1, \ldots, n$ (more on this later), with $p=2$ for definiteness. Suppose further that the reference points $\theta^{*}$ in (35) are such that $\left\|\theta^{*}-\hat{\theta}\right\|$ is $O\left(n^{-1 / 2}\right)$. Recall the expression for the estimate of the energy:

$$
\begin{equation*}
\widetilde{U}^{j}(\theta)=\frac{1}{n} U\left(\theta^{*}\right)+U^{j}(\theta)-U^{j}\left(\theta^{*}\right) . \tag{55}
\end{equation*}
$$

Taking the gradient and examining the $i$-th component yields

$$
\begin{aligned}
\left\|\nabla_{i} \widetilde{U}^{j}(\theta)\right\| & =\left\|\frac{1}{n} \partial_{i} U\left(\theta^{*}\right)+\partial_{i} U^{j}(\theta)-\partial_{i} U^{j}\left(\theta^{*}\right)\right\| \\
& =\left\|\frac{1}{n} \partial_{i} U\left(\theta^{*}\right)-\frac{1}{n} \partial_{i} U(\hat{\theta})+\partial_{i} U^{j}(\theta)-\partial_{i} U^{j}\left(\theta^{*}\right)\right\| \\
& \leq C_{i}\left\|\theta^{*}-\hat{\theta}\right\|_{2}+C_{i}\|\theta-\hat{\theta}\|_{2} \\
& =O(1) \times O\left(n^{-1 / 2}\right)+O(1) \times O\left(n^{-1 / 2}\right) \\
& =O\left(n^{-1 / 2}\right),
\end{aligned}
$$
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where the second equality follows because $\hat{\theta}$ is the MLE, the first inequality follows from the Lipschitz assumption, and the third follows from the reference point assumption and standard MLE asymptotics (see e.g. Shao [36]). Assume now, for simplicity of presentation (and because the informed sub-sampling requires it), that $\theta^{*}=\hat{\theta}$, i.e. that the reference point is the MLE. As above, we want an expression for the limiting intensity as $n \rightarrow \infty$. Observe that in this case, after rescaling by $n^{1 / 2}$, we have that

$$
\begin{aligned}
n^{1 / 2} \partial_{i} \widetilde{U}^{j}(\theta) & =n^{1 / 2}\left(\partial_{i} U^{j}(\theta)-\partial_{i} U^{j}(\hat{\theta})\right) \\
& =n^{1 / 2} \sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta})\left(\theta_{k}-\hat{\theta}_{k}\right)+O\left(n^{1 / 2}|\theta-\hat{\theta}|^{2}\right) \\
& =\sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta}) \phi_{k}+O\left(n^{-1 / 2}\right)
\end{aligned}
$$

where we have used a multivariate Taylor expansion, $\phi$ as above, and the fact that $(\theta-\hat{\theta})$ is $O\left(n^{-1 / 2}\right)$. Before we proceed, we will require the following result, which follows from the proof of the validity of the sub-sampling reflection algorithm (see appendix of Bouchard-Côté et al. [8]), although we present a self-contained version:

Lemma 5.2 Let $\lambda^{j}(t)$ denote the true intensity from the $j$-th observation, and let $\lambda^{j}(t) \leq$ $m^{j}(t)$ be an upper bound used for thinning; let $M(t)=\sum_{j} m^{j}(t)$. Then the event-times of the sub-sampling algorithm are generated according to the effective rate function

$$
\begin{equation*}
\lambda(t)=\sum_{j=1}^{n} \lambda^{j}(t) . \tag{56}
\end{equation*}
$$

Proof Let $\tau$ denote a candidate event time resulting from the sub-sampling algorithm. Then conditional on $\tau$, the probability of a reflection event occuring at that point is easily seen to be

$$
\begin{equation*}
\mathbb{E}_{J}\left[\frac{\lambda^{j}(\tau)}{m^{j}(\tau)}\right]=\sum_{j=1}^{n} \frac{\lambda^{j}(\tau)}{m^{j}(\tau)} \frac{m^{j}(\tau)}{M(\tau)}=\frac{\sum_{j=1}^{n} \lambda^{j}(\tau)}{M(\tau)} \tag{57}
\end{equation*}
$$

Since $\tau$ was generated as the first arrival time of the process with intensity $M(t)$, the result follows by Proposition 3.1.

Using this result, the effective time re-scaled intensity function is given, in terms of $\phi$, by

$$
\begin{aligned}
\tilde{\lambda}(\phi, v) & =n^{-1 / 2} \lambda(\phi, v)=\frac{1}{n} \sum_{j=1}^{n} n^{1 / 2}\left\langle v, \widetilde{U}^{j}(\theta(\phi)\rangle^{+}\right. \\
& =\frac{1}{n} \sum_{j=1}^{n}\left(\sum_{i=1}^{d} v_{i} \sum_{k=1}^{d} \partial_{i} \partial_{k} U^{j}(\hat{\theta}) \phi_{k}\right)^{+}+O\left(n^{-1 / 2}\right) \\
& \rightarrow \mathbb{E}_{Y}\left[-\left(\sum_{i=1}^{d} v_{i} \sum_{k=1}^{d} \partial_{i} \partial_{k} \log f\left(Y \mid \theta_{0}\right)\right)^{+}\right]=O(1),
\end{aligned}
$$
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where the third equality follows from the expression for $n^{1 / 2} \widetilde{U}^{j}(\theta)$ derived above, and the convergence follows from the bound on $\left\|\widetilde{U}^{j}(\theta)\right\|$. Once again, all dependence on $n$ has vanished in the limiting intensity, and so following the arguments given above we see an approximately independent point will be reached by the process after $O(1)$ proposed events, in this case however, the sub-sampling ensures that the cost of an iteration is $O(1)$, and so provided the Lipschitz constants satisfy $C_{i}^{j}=O(1)$ then we see that the computational complexity per independent sample of the reflection algorithm with control variates is $O(1)$ - an order $-n$ increase in efficiency compared to the basic algorithm; the same holds for the flip algorithm [7]. This allows us to conclude, remarkably, quoting Bierkens et al. [7], that we have "an unbiased algorithm for which the computational cost of obtaining an independent sample does not depend on the size of the data".

Using the above, it is not hard to perceive the advantages offered by the alias subsampling method. Consider for example the Lipschitz constants $C_{i}$ for the logistic regression example (43); in this case, the need to take a maximum over the observations means that depending on the distribution from which the covariates are drawn, the bound may not be $O(1)$ - indeed, while trivially it will be $O(1)$ if the covariates are taken from a bounded set, if they are drawn, for example, from a (sub) Gaussian distribution, then we will have $C_{i}=O(\log n)[7]$; distributions with heavier tails will result in even worse scaling. However, using the alias method will always preclude the need to take a maximum over $n$, ensuring that no matter the distribution of the covariates the $O(1)$ bound will hold and the above analysis will be valid. Thus we see that when $C_{i}=O(1)$, the increase in efficiency due to the use of informed sub-sampling method will be a constant factor, although when $C_{i}$ are of higher order, the relative efficiency will increase with $n$. We illustrate this with a series of experiments below. Figure 11 shows the results of the control variate method both with and without informed sub-sampling on four settings on datasets of increasing dimension. In the first case, the covariates are drawn from a Gaussian, in the second they are drawn from a Student-t distribution with 3 degrees of freedom, and in the third and fourth they are drawn from a uniform distribution on $(0,1)$ - the fourth setting has a single outlier drawn from $U(0,10)$.


Figure 11: Mean ESS/s with error bars over 6 runs of the reflection algorithm using control variates (green) and control variates with alias sub-sampling (red). Covariates are generated as the absolute values of (clockwise from top left): standard Gaussian, Student-t with $\mathrm{df}=3$, Uniform $(0,1)$ with an outlier that is $\mathrm{U}(0,10)$, and Uniform $(0,1)$. In each case the method was run for $10^{6}$ iterations.

The above figure clearly illustrates the advantages of the alias sub-sampling method. The top two plots demonstrate that the efficiency gain from the alias method grows with $n$ when the bounds $C_{i}$ are of order 1 in $n$. As expected, the gain is greater when the tails are heavier, being hardly perceptible when the covariates are Gaussian, and marked when they are Student-t distributed. We are reminded however of the limitations of the above analysis, as the decreasing ESS/s with increasing $n$ indicates that the mixing time does decrease substantially as the size of the dataset grows - recall that the arguments presented above hold under the condition that the processes have reached the stationary distribution. The bottom row displays another serious pitfall of naive sub-sampling, namely, the susceptibility to outliers. The need to take a bound uniform in $n$ (see (43)) means that even a single outlier can dramatically worsen the performance of the method, while the alias method of course does not suffer.

### 5.7 Limitations.

While the performance seen above is encouraging, it is important to carefully consider the scope and limitations of these methods. As mentioned above, a key advantage of the ECMC algorithms that we have considered here is their amenability to exact sub-sampling for Bayesian applications - unlike MH algorithms for which sub-sampling methods are
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usually inexact [4]. A notable exception is the FlyMC algorithm of MacLaurin and Adams [25] mentioned above; however, this was shown in Bouchard-Côté et al. [8] to be less efficient in terms of ESS/s than the reflection algorithm using the alias sampling method by roughly an order of magnitude for logistic regression, and as we have shown, the alias sampling method can be improved dramatically by using control variates. However, we note that the alias method suffers from several drawbacks. Firstly, in the context of the reflection algorithm, the need to sample from a distribution over the $d$ components of the density (see (31), (49)) will markedly reduce the speed in high dimensions, although it will still be superior to naive sub-sampling. Secondly and more importantly, the alias set-up is problem dependent, and in many instances it will not be possible to implement. However, provided the maximum likelihood estimator exists and can be computed, it will always be possible to implement informed-sub-sampling via the alias method while using the control variate bounds. This can be seen by inspection of (47), as only the $C_{i}^{j}$ terms are problem-dependent; these are constants, so the set-up for informed sub-sampling will be identical (the choice of $L^{p}$ norm will also be problem dependent, although again, this difference will not affect the derivation of the set-up). This brings us to the next limitation: namely, the assumption that the control variate estimators are good. This will usually only be the case when the posterior distribution is approximately normal - i.e., when the posterior resembles its Bernstein-von Mises approximation [39, 4]. When the posterior is highly complex and/or multi-modal, this approximation will be poor, and the control variate method will fail. This is a problem shared by many MCMC methods that have been proposed to handle tall (large $n$ ) data sets; see Bardenet et al. [4] for further discussion. For multi-modal distributions, it may be possible to implement a procedure such as described above in which new reference points are computed at certain intervals, although they would have to be local posterior maxima for the alias method to work, and in any case the performance would likely be poor nonetheless.
"With four parameters I can fit an elephant. With five I can make him wiggle his trunk."

- John von Neumann


## 6 On Tuning Parameters and Exploiting Problem Geometry.

We have thus far remained aloof from any discussion regarding the tuning of the parameters of the algorithms which we have presented; indeed, the literature of event-chain Monte Carlo is unforthcoming on the subject. There is no mention at all of tuning in much of the physics literature - e.g. [22, 27, 28], while Peters and de With [33] briefly mention the inclusion of a mass matrix (see below) in the expression for the collision operator but then use the identity matrix for their experiments. Of the two papers concerning ECMC in the statistics literature, Bierkens et al. [7] state the possibility of using velocities of different scales for each component but do not elaborate, and though their proof of ergodicity relies on the presence of non-negative $\gamma_{i}$ terms that we saw in (6) in the flipping rates, they do not make any further mention of them, and there is no indication as to what values they used for their experiments. Meanwhile, the coverage in Bouchard-Côté et al. [8] is more satisfying - they display a handful of figures indicating that the performance of the reflection algorithm is robust at low values (roughly between 0 and 1) of the refreshment parameter $\lambda_{0}$, and that performance degrades sharply at values of higher orders of magnitude; apart from one terse comment in their final example, they do not mention the mass matrix (again, see below) at all. In this section, we discuss the problem of tuning the parameters of the flip and reflection algorithms, and through numerical experiments give an indication of the gains that are achievable through thoughtful tuning, especially for the reflection algorithm.

### 6.1 Tuning of Flip-ECMC.

For a $d$-dimensional target distribution, the vanilla flip method uses velocities defined on $\{-1,1\}^{d}$ to guide the variables of interest through the state-space. However, the algorithm remains valid if the unit velocities are scaled by factors $\alpha_{i}$ for $i=1,2, \ldots, d$, which means $d$ tuning parameters. Furthermore, the functions $\gamma_{i}(x, v)$ alluded to above make for an additional $d$ tuning functions, although the twin conditions $\gamma_{i}(x, v)=\gamma_{i}\left(x, F_{i}[v]\right)$ and $\gamma_{i}>0$, along with considerations involving convenience of simulation suggest that it will usually be best to select constant functions $\gamma_{i}(\cdot, \cdot) \equiv \gamma_{i}>0$; thus we will say that the flip method has $2 d$ tuning parameters in all.

### 6.1.1 The Speed Parameters.

As can be seen by in Figure 4, the flip method will struggle when the variables of the target distribution differ greatly in scale. With unit speeds in each direction, the components
with small variance will flip much more often than those with large variance, leading to poor mixing for the latter. Below in Figure (refthisfigure) we show an extreme example of this. The (top row) trace plots clearly demonstrate the contrast in mixing speeds between the smallest and the largest component. Naturally, when the components of the target are independent, the obvious way to mitigate this problem is simply to let the parameters $\alpha_{i}$ vary in proportion to the marginal standard deviations of the variables they are associated to, so that the length of time that it takes to cross the distribution is roughly the same for each coordinate. This will ensure that the flipping events are evenly distributed across the $d$ components, and will ensure that mixing times are comparable; of course, this will mean that the components of smaller variance will mix more slowly relative to the case when unit speeds are used. Figure 12 below illustrates this phenomenon.


Figure 12: Trace plots for the 1st and 100th components of a 100-d Gaussian distribution with standard deviations $0.01,0.02, \ldots, 1.00$ for two runs of the flip algorithm, each run consisting of 20000 events. Top row shows results with unit speed in every direction (1st component - blue, 100th component - orange) and bottom row with speed proportional to standard deviation (1st - red, 100th - green).

When the variables are highly correlated as well as being of different scales, the solution is by no means so obvious, and setting speeds in proportion to the standard deviations may not be the optimal thing to do (see Neal [31]), although it will likely still be an improvement over using the same speed for each component.

### 6.1.2 The Gamma Parameters.

The optimal values for the parameters $\gamma_{i}$ are less clear. For reasons that we shall now discuss, in our simulations we used small values, so that $\gamma_{i}=\gamma \approx 0$ for all $i=1, \ldots, d$; we suspect that Bierkens et al. [7] either did the same or simply set $\gamma_{i}=0$ - their theorem on the ergodicity of the flipping algorithm requires $\gamma_{i}>0$, although they conjecture that this condition is not necessary in many cases. Furthermore, unlike the case of the reflection algorithm in which the refreshment parameter $\lambda_{0}$ is essential to avoid spending too much time going in 'bad directions' - for an extreme example see Figure 3 of Bouchard-Côté
et al. [8] - in the flip algorithm the directions of motion are fixed in a discrete set and the relative magnitudes of the speeds are fixed. Therefore it seems likely that higher values of $\gamma_{i}$ will simply result in a larger degree of random-walk behaviour, which it is of course desirable to avoid; without the incentive to refresh more often that is a factor in the reflect method, we see no reason to choose anything other than very small values of $\gamma$. Indeed, in a recent preprint Bierkens and Duncan [6], in the one-dimensional case the authors show that for large $\gamma$ the process does resemble a random-walk, and in the limit as $\gamma \rightarrow \infty$ the (time-rescaled) process converges to an over-damped Langevin diffusion.

### 6.2 Tuning of Reflect-ECMC.

We have already briefly mentioned the $\lambda_{0}$ parameter, which determines the rate at which the velocity variables are re-sampled, and thus the ratio of re-sampling events to reflection events. Above we allude to another set of parameters: the mass matrix $M$ - the presentation of the reflection algorithm given in Section 2 and all of our experiments conducted thus far have used the special case $M=I_{d}$, however, the algorithm remains valid if we select $M$ to be a symmetric positive-definite matrix, and let the marginal distribution of the velocity variables given by $v \sim \mathrm{~N}(0, M)$ and use the following modification of the reflection operator:

$$
\begin{equation*}
R[x] v=\left(I_{d}-2 \frac{M \nabla U(x) \nabla U(x)^{t}}{\nabla U(x)^{T} M \nabla U(x)}\right) v . \tag{58}
\end{equation*}
$$

The properties of the reflection operator which are required to ensure the correctness of the reflection algorithm are that $R[x]^{T} \nabla U(x)=-\nabla U(x)$ and that $\psi(v)=\psi(R[x] v)$. These are straightforward to verify - indeed, we have

$$
\begin{aligned}
R[x] \nabla U(x) & =\left(I_{d}-2 \frac{M \nabla U(x) \nabla U(x)^{t}}{\nabla U(x)^{T} M \nabla U(x)}\right)^{T} \nabla U(x) \\
& =\nabla U(x)-2 \frac{\nabla U(x) \nabla U(x)^{t} M^{T} \nabla U(x)}{\nabla U(x)^{T} M \nabla U(x)} \\
& =\nabla U(x)-2 \nabla U(x) \\
& =\nabla U(x)
\end{aligned}
$$

where we have used the symmetry of $M$. To see that $\psi$ is preserved under $R[\cdot]$, we let $v^{\prime}=R[x] v$ and observe that

$$
\begin{aligned}
v^{\prime T} M^{-1} v^{\prime} & =\left(v^{T}-2 \frac{\langle v, \nabla U(x)\rangle \nabla U(x)^{t} M}{\nabla U(x)^{T} M \nabla U(x)}\right) M^{-1}\left(v-2 \frac{M \nabla U(x)\langle v, \nabla U(x)\rangle}{\nabla U(x)^{T} M \nabla U(x)}\right) \\
& =v^{T} M^{-1} v-2 \frac{\langle v, \nabla U(x)\rangle^{2}}{\nabla U(x)^{T} M \nabla U(x)} \\
& -2 \frac{\langle v, \nabla U(x)\rangle^{2}}{\nabla U(x)^{T} M \nabla U(x)}+4 \frac{\langle v, \nabla U(x)\rangle^{2} \nabla U(x)^{T} M \nabla U(x)}{\left(\nabla U(x)^{T} M \nabla U(x)\right)^{2}} \\
& =v^{T} M^{-1} v,
\end{aligned}
$$

and since $\psi(v)=f\left(v^{T} M^{-1} v\right)$, the result follows.

Since $M$ is symmetric, this makes for $d+\left(d^{2}-d\right) / 2=\left(d^{2}+d\right) / 2$ parameters to tune.

### 6.2.1 The Refreshment Parameter.

To gain insight into how the value of $\lambda_{0}$ affects the dynamics of the reflection algorithm, it helps to understand how it interacts with another quantity: $\|v\|$, the magnitude of the velocity. It is easy to see that what matters is not the size of either of these quantities, but rather their ratio. To see this, let $v=\|v\| u$, where $u$ is a unit vector. In general, the intensity of the non-homogeneous Poisson process that determines the time until the next event can be expressed as $\lambda(t)=\lambda_{0}+\langle v, \nabla U(x(t))\rangle^{+}=\lambda_{0}+\|v\|\langle u, \nabla U(x+t\|v\| u)\rangle^{+}$. If we scale both $\lambda_{0}$ and $\|v\|$ by the same constant $\alpha>0$, then the intensity becomes $\lambda_{\alpha}(s)=\alpha\left(\lambda_{0}+\|v\|\langle u, \nabla U(x+s\|v\| u)\rangle^{+}\right)=\alpha \lambda(t \alpha)$, where $s=\alpha t$. By (8), the first arrival time of the scaled process is the solution $\tau$ to the equation $\int_{0}^{\tau^{\prime}} \lambda_{\alpha}(s) d s=-\log (U)$ where $U \sim \mathrm{U}(0,1)$. Making the substitution $s=t / \alpha$ yields

$$
\begin{aligned}
-\log (U) & =\int_{0}^{\tau^{\prime}} \lambda_{\alpha}(s) d s \\
& =\int_{0}^{\alpha \tau^{\prime}} \frac{1}{\alpha} \lambda_{\alpha}(t / \alpha) d t \\
& =\int_{0}^{\alpha \tau^{\prime}} \lambda(t) d t=\int_{0}^{\tau} \lambda(t) d t
\end{aligned}
$$

where the last line expresses the equation for the first arrival time of the process with intensity $\lambda(t)$. Thus we see that if $\tau^{\prime}$ is the first arrival time of the scaled process, then $\tau=\alpha \tau^{\prime}$ is the first arrival time of the original process. We have $x+\tau^{\prime} v^{\prime}=x+(\tau / \alpha) v^{\prime}=$ $x+\tau v$, and so the trajectories of the two processes are identical. When an event occurs, it corresponds to either a re-sampling event or a reflection event. Using standard results concerning the Poisson process, we have that the probability that an event occurring at time $\tau$ is a re-sampling event is given by

$$
\begin{equation*}
\frac{\lambda_{0}}{\lambda_{0}+\langle v, \nabla U(x(\tau))\rangle^{+}}=\frac{1}{1+\frac{\|v\|}{\lambda_{0}}\left\langle u, \nabla U(x(\tau)\rangle^{+}\right.} \tag{59}
\end{equation*}
$$

which again only depends on the ratio $\|v\| / \lambda_{0}$ and is unchanged under rescaling by $\alpha$.
This insight does not guide us in the selection of $\lambda_{0}$, although it does help to explain the fact that the algorithm in most cases highly robust to this selection, even for values differing by orders of magnitude. When the velocity variables are drawn from a distribution like a multivariate Gaussian, $\|v\|$ is not fixed, and so the ratio $\|v\| / \lambda_{0}$ will change after every event. This is similar in flavour to contexts involving other algorithms where parameters are chosen randomly from some interval (e.g. when using HMC, it is common to randomly select the number of leapfrog steps per iteration from some integer lattice, i.e. $l$ uniformly in $\{L-H, L+H\}$ for some integers $H<L$ ). This would lead us to expect that if the distribution $\psi$ of $v$ is such that $\|v\|$ is fixed, (say, if $\psi$ is the uniform distribution on $\mathcal{S}^{d-1}$, the $d$-dimensional hypersphere) then the reflection algorithm will
be more sensitive to choice of $\lambda_{0}$, and indeed this does prove to be the case - see Figure 5 of Bouchard-Côté et al. [8]. We note that when $v \sim \mathrm{~N}\left(0, I_{d}\right)$, then $\|v\| \sim \chi_{d}$, a Chi distribution with $d$ degrees of freedom. As $d \rightarrow \infty$, the variance of this distribution stabilizes, never exceeding $1 / 2$, and so if we increase $\lambda_{0}$ with $d$ to make the expectation of the ratio $\|v\| / \lambda_{0}$ constant, the variance of this quantity will tend to zero; thus we might expect the sensitivity to $\lambda_{0}$ to increase with dimension. In any particular case, this may be corrected for by introducing a different marginal distribution for the velocities, for example one could draw $v$ as usual, and draw a quantity $s \sim \mathrm{U}(\mathbb{E}\|v\|-\alpha, \mathbb{E}\|v\|+\alpha)$ for some $0<\alpha<\mathbb{E}\|v\|$ and then scale $v$ to have norm $s$; in this case one could alter $\alpha$ to give $\|v\| / \lambda_{0}$ the desired variance. As long as the same scheme were observed at every re-sampling event, the algorithm would be correct.

We note that while the reflection algorithm is usually quite insensitive to small values of $\lambda_{0}$, performance generally degrades sharply for values above a certain problemdependent threshold, above which the velocity variables will be re-sampled often and the dynamics of the chain will tend towards random-walk behaviour; c.f. Figures 5 and 13 of Bouchard-Côté et al. [8]. In our experience we have found that one or two trial runs often suffice to find a value of $\lambda_{0}$ which will yield near-optimal performance and thus, unlike other algorithms that are highly sensitive to parameter settings, e.g. HMC, where performance can vary drastically even under small perturbations of the tuning parameters $(\epsilon, L)$, it is unnecessary to devote much (if any) computation time to determining acceptable settings.

### 6.2.2 The Mass Matrix.

The mass matrix of the reflection algorithm plays a role very similar to the mass matrix in HMC; choosing $M$ to be other than the identity will lead to certain direction of motion being favoured much more highly than others. In the case of HMC, it is known [31, 17] that careful tuning of the mass matrix can often lead to significant improvement. While in many cases HMC will perform very well with an identity mass matrix, for problems with high correlation between variables choosing a non-diagonal $M$ is often essential. In Figure 13 below, we demonstrate the potential efficiency gains that are obtainable when $M$ is properly chosen. Figure 13 shows the results of repeating the experiment from Section 4 with a 100 -dimensional Gaussian target with a noisy covariance matrix $\Sigma=L L^{T}$ where $L_{i j} \sim \mathrm{~N}(0,1)$ using the reflection algorithm with an identity mass matrix, and with a mass matrix $\Sigma$, which corresponds to the inverse of the Hessian matrix of the energy function.


Figure 13: Clockwise from top left: estimates of the mean, estimates of the variance, absolute relative error of variance estimates, and absolute error of mean estimates for each component of a one-hundred dimensional Gaussian target distribution from trajectories of 50000 events for the reflection method with identity mass matrix (blue) and mass matrix given by the true covariance matrix (red).

As we see, using $M=\Sigma$ led to dramatic improvement in performance. Of course, this is an ideal scenario; in practice we will not have such precise knowledge of the true covariance matrix of the target. For the HMC algorithm, much work has been done with the goal of selecting $M$ when knowledge of the target density is unavailable. Heuristics have been proposed, see for example Liu [24] and Neal [29, 30, 31], although these are not wholly satisfactory, as they rely upon knowledge of the scales of the variables, which will usually require preliminary runs of the algorithm to obtain [17]. Adaptive methods (see e.g. Andrieu and Thoms [2]) may be provide hope of a solution, although while setting parameters adaptively can often work well when the number of parameters is low, adaptively setting a mass matrix with $\left(d^{2}+d\right) / 2$ parameters is likely to be very costly - see Roberts and Rosenthal [35] for an instance of a proposal covariance matrix being set adaptively for a Metropolis-Hastings algorithm. In Girolami and Calderhead [17], the authors implement a scheme which they call 'Riemannian Manifold' HMC, in which the mass matrix is a function of the current position; specifically, inspired by geometric ideas introduced in Rao [34], they employ the Fisher-Rao metric tensor at $x$ as $M(x)$. This defines a distance on the Riemannian manifold of the parameter space, and is equal to the expected Fisher information [17]. This induces a non-separable Hamiltonian, and the corresponding equations driving the dynamics are more difficult to handle. In the basic ECMC setting, this framework is infeasible, as the piecewise linear trajectories of the algorithms would not leave the target distribution invariant if the position variables were not marginally independent of the velocity variables; however, encouraged by the
success of their approach, we may hope that using a constant approximation to the expected information as a mass matrix for the reflection algorithm may yield significant improvements over the identity. Below we investigate.

### 6.3 Example: Real Data.

In this section we consider the performance of the reflection algorithm with varying mass matrix for logistic regression on two real datasets: the first consisting of steel plate faults data, which can be found at https://archive.ics.uci.edu/ml/datasets/Steel+Plates +Faults, and the second consisting of skin segmentation data, which can be found at https:// archive.ics.uci.edu/ml/datasets/Skin+Segmentation. For details, we refer the reader to the original papers: Buscema et al. [9] and Bhatt et al. [5]. The faults data set exhibits quasi-complete separation, so we preprocessed by removing several features; furthermore, we rescale both datasets so that each column of the design matrix has unit variance. After preprocessing, the faults dataset had 1941 observations with 23 covariates, while the skin dataset had 245057 observations with 3 covariates. We use the alias method on the faults data, and the alias method with control variates on the skin data.

As demonstrated in Girolami and Calderhead [17], the expected Fisher information for logistic regression is given by

$$
\begin{equation*}
\mathcal{I}(\beta)=X^{T} \Lambda X \tag{60}
\end{equation*}
$$

where $\Lambda$ is a diagonal matrix with $n$-th diagonal entry given by $\Lambda_{n, n}=s\left(\beta^{T} X_{n}^{T}\right) /(1-$ $s\left(\beta^{T} X_{n}^{T}\right)$ where $s(\cdot)$ is the logistic function and $X_{n}$ is the $n$-th row of the design matrix. Since this is non-constant, we must make an approximation to it. Thus we consider the three following matrices:

$$
\begin{aligned}
G_{1} & =X^{T} X \\
G_{2} & =I(\widehat{\beta}) \\
G_{3} & =\operatorname{diag}(I(\widehat{\beta})),
\end{aligned}
$$

and use the mass matrices $M_{i}=G_{i}^{-1}$, and compare with $M_{0}=I_{d}$. Note that it was necessary to rescale the mass matrices so that the diagonal entries had mean one; this is so that the expected ratio $\|v\| / \lambda_{0}$ was of similar order of magnitude, which ensures that keeping $\lambda_{0}$ constant across methods is appropriate. The results are given in Tables 6.3 and 6.3 below.

Tables 1 and 2 show mixed results. For the faults data, we see that using a mass matrix improves efficiency by a factor of at least 10 in each case, while the identity matrix works

| Mass | Time (s) | Min ESS | Med <br> ESS | Max <br> ESS | Min ES- <br> S/s | Relative <br> Speed |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $I_{d}$ | 168.9 | 15410 | 15420 | 15780 | 91.2 | 1 |
| $M_{1}$ | 168.0 | 12990 | 18390 | 21770 | 77.3 | 0.85 |
| $M_{2}$ | 169.4 | 9300 | 10210 | 15510 | 54.9 | 0.60 |
| $M_{3}$ | 168.5 | 11550 | 13110 | 14280 | 68.5 | 0.75 |

Table 1: Effective Sample Sizes for the skin segmentation data. Each method ran for $2 \times 10^{6}$ iterations.

| Mass | Time (s) | Min ESS | Med <br> ESS | Max <br> ESS | Min ES- <br> S/s | Relative <br> Speed |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $I_{d}$ | 325.7 | 28 | 30 | 37 | 0.0860 | 1 |
| $M_{1}$ | 325.1 | 384 | 387 | 406 | 1.18 | 13.7 |
| $M_{2}$ | 323.8 | 292 | 294 | 305 | 0.902 | 10.5 |
| $M_{3}$ | 329.5 | 286 | 290 | 307 | 0.868 | 10.1 |

Table 2: Effective Sample Sizes for the steel plates faults data. Each method ran for $2 \times 10^{6}$ iterations.
best for the skin data. Naturally (as in this case we can only use an approximation to the Fisher information), the closer the posterior is to a constant curvature surface, the better we expect this method to work.

Since the mass matrix $M_{1}=X^{T} X$ is the top performing non-identity mass matrix in each case, we recommend giving it a trial run when using ECMC for logistic regression in practice. In cases when the Laplace approximation at the maximum likelihood estimator is good, we would suggest trying $M_{2}$.

### 6.4 Example: Poisson-Gaussian Markov Random Field.

We turn our attention to the problem of sampling from the distribution of a latent Gaussian field arising from a Poisson-Gaussian Markov random field model (also referred to as a log-Gaussian Cox point process). We use a lower-dimensional version of the model previously analysed in Christensen et al. [10], Girolami and Calderhead [17] and Wang et al. [40]. Specifically, we consider a dataset $\mathbf{Y}=\left\{y_{i j}\right\}$ consisting of counts at locations $(i, j): i, j=1,2, \ldots d$ on a $d \times d$ grid for $d=30$; the problem is therefore of dimension $d^{2}=900$. The counts $y_{i j}$ follow a Poisson distribution and are conditionally independent given a latent intensity process $\Lambda=\left\{\lambda_{i j}\right\}$ with means given by $s \lambda_{i j}=s \exp \left\{x_{i j}\right\}$ where $s=1 / d^{2}$, and $\mathbf{X}=\left\{x_{i j}\right\}$ is a Gaussian process with mean function $\mathbb{E} \mathbf{X}=\mu \mathbf{1}$ and covariance function

$$
\begin{equation*}
\Sigma_{(i, j),\left(i^{\prime}, j^{\prime}\right)}=\sigma^{2} \exp \left\{-\delta\left(i, i^{\prime}, j, j^{\prime}\right) / 30 \beta\right\}, \tag{61}
\end{equation*}
$$

where $\delta\left(i, i^{\prime}, j, j^{\prime}\right)=\sqrt{\left(i-i^{\prime}\right)^{2}+\left(j-j^{\prime}\right)^{2}}$. Following Christensen et al. [10], we set $\sigma^{2}=1.91$ and $\mu=\log (126)-\sigma^{2} / 2$, and we set $\beta=1 / 6$; to ease the computational demands of the problem, we treat these parameters as fixed. The energy function
$U(\mathbf{x})=-\log (\mathbf{x} \mid \mathbf{y}, \mu, \sigma, \beta)$ is easily seen to be proportional to

$$
\begin{align*}
& \sum_{i, j}\left(-y_{i j} x_{i j}+s \exp \left\{x_{i j}\right\}\right)+\frac{1}{2}(\mathbf{x}-\mu \mathbf{1})^{T} \Sigma^{-1}(\mathbf{x}-\mu \mathbf{1})  \tag{62}\\
& =U_{1}(\mathbf{x})+U_{2}(\mathbf{x}) \tag{63}
\end{align*}
$$

We have $\nabla U_{2}(x)=\Sigma^{-1}(\mathbf{x}-\mu \mathbf{1})$, while

$$
\begin{equation*}
\nabla_{i j} U_{1}(\mathbf{x})=-y_{i j}+s \exp \left\{x_{i j}\right\} . \tag{64}
\end{equation*}
$$

To simulate from the non-homogeneous Poisson process with intensity given by $\langle v, U(x(t))\rangle^{+}$, we use the superposition principle (10) using $U=\sum_{i j}\left(U_{11}^{i j}+U_{12}^{i j}\right)+U_{2}$ with $U_{11}^{i j}=-y_{i j}$ and $U_{12}^{i j}=d \exp \left\{x_{i j}\right\}$. We see that $U_{2}(x)$ is the energy function of a Gaussian distribution with mean $\mu \mathbf{1}$ and covariance matrix $\Sigma$, so we may simulate $\tau^{(2)}$ using (13). The intensities for $U_{11}^{i j}$ and $U_{12}^{i j}$ are given as functions of $t$ by $-v_{i j} y_{i j}$ and $\left.s \exp \left\{x_{i j}+t v_{i j}\right\}\right)$ respectively, and so, using (8), we see that we may simulate $\tau_{i j}^{(11)}$ and $\tau_{i j}^{(12)}$ exactly by letting

$$
\begin{aligned}
\tau_{i j}^{(11)} & = \begin{cases}\frac{\log (U)}{y_{i j} v_{i j}} & \text { if } \quad v_{i j}<0 \\
\infty & \text { else },\end{cases} \\
\tau_{i j}^{(12)} & = \begin{cases}\frac{1}{v_{i j}}\left(\log \left(\frac{-\log (U)}{s}+\exp \left(x_{i j}\right)\right)-x_{i j}\right) & \text { if } v_{i j}>0 \\
\infty & \text { else, }\end{cases}
\end{aligned}
$$

where $U \sim \mathrm{U}(0,1)$.
Below in Figure 14 we show the latent field, latent process, and observed data used for our example.


Figure 14: From left: latent random field $\mathbf{X}$, latent process $\Lambda$, and observed data $\mathbf{Y}$ with $d=30$.

For this problem, as demonstrated in [17], the expected Fisher information is constant across the state space, and is given by

$$
\begin{equation*}
-\mathbb{E}_{\mathbf{x}, \mathbf{y}}\left[\nabla_{\mathbf{x}}^{2} U(\mathbf{x})\right]=L+\Sigma^{-1}, \tag{65}
\end{equation*}
$$

| Method | Time (s) | Min ESS | Med <br> ESS | Max <br> ESS | Min ES- <br> S/s | Relative <br> Speed |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| HMC | 795.6 | 1070 | 4480 | 15910 | 1.34 | 1 |
| RMHMC | 783.5 | 6870 | 13780 | 20000 | 8.76 | 6.54 |
| R-ECMC | 1020.2 | 9640 | 10910 | 14160 | 9.44 | 7.04 |
| R-ECMC (M) | 1195.3 | 21340 | 23310 | 29280 | 17.85 | 13.3 |

Table 3: Effective Sample Sizes for a $30 \times 30$ random field. Row labels indicate HMC (identity mass), RMHMC (mass as above), R-ECMC (reflection algorithm with identity mass), R-ECMC (M) - with mass matrix as above.
where $L$ is a diagonal matrix with entries $L_{i i}=m \exp \left\{\mu+\Sigma_{i i}\right\}$. Below we consider the performance of the reflection algorithm for sampling from the distribution of the latent field $\mathbf{X}$ using an identity mass matrix, and also using the matrix $M=\left(L+\Sigma^{-1}\right)^{-1}$. Table 1 below compares the performance of these two instances of the reflection algorithm with the basic HMC algorithm, and with the RMHMC algorithm of Girolami and Calderhead [17]; note that in this instance, because the metric tensor is flat, RMHMC corresponds to an HMC algorithm with mass matrix $M^{-1}$. For the HMC methods, 20000 iterations were taken after 1000 iterations of burn-in, while the ECMC methods used 125000 events after 25000 burn-in events. The refreshment intensity was set to $\lambda_{0}=10$; the for the HMC methods we chose $l$ steps chosen uniformly from $\{1, \ldots, L\}$ with stepsize $\epsilon$, using $(L, \epsilon)=(100,0.15)$ for HMC and $(L, \epsilon)=(50,0.3)$ for RMHMC. These values were chosen after numerous trial runs, using ESS/s to select $L$ and acceptance ratio to select $\epsilon$ - though we make no claim that these values are optimal.

Following Girolami and Calderhead [17], we use the minimum ESS/s across all variables as the performance metric. As we see in Table 6.4, the ECMC methods are most effective, although notably the reflection algorithm with identity mass yields the lowest maximum ESS/s, which explains the regions of high posterior variance seen in Figure 15 below. As expected, using the expected Fisher information as the mass matrix brings significant improvement to the reflection algorithm, albeit at the price of a higher computation time. This is of course no surprise, as the modified reflections (58) require a computation time in $O\left(d^{2}\right)$, while with diagonal mass they require only $O(d)$ time (see second equality in (2)). Thus we expect that using a non-diagonal mass will bring less benefit in very-high dimensions; however, it will still likely bring improvement if posterior correlations are very high. In the latter case, the best option may be to seek a parametrization under which variables are approximately independent in the posterior.

We close this section with the remark that, while the simulation recipe that we have employed produces highly competitive results, it is possible that the computation time per iteration could be significantly reduced by simulating the event times from the energy component $U_{1}(x)$ using numerical optimization methods to find a solve the equations (9). This would preclude the need to simulate $d^{2}$ candidate event-times and take the minimum of them, which is clearly the most computationally demanding step involved in


Figure 15: From left: posterior means of the latent random field $\mathbf{X}$,the latent process $\Lambda$, and the posterior variances of the latent field for HMC, RMHMC, and the reflection algorithm with identity mass ( $\mathrm{R}-\mathrm{ECMC}$ ) and with mass as indicated in the text ( R -ECMC $(\mathrm{M})$ ). Top row shows true latent field, process, and observed data.
the simulation.

[^0]- Alan Turing


## 7 Conclusions and Further Work.

We conclude by noting that for a method so young (in relative terms), event-chain Monte Carlo methods are highly promising. They have been shown to be highly competitive with state-of-the-art HMC methods in several scenarios (RMHMC in this work, and a variety of HMC methods in Bouchard-Côté et al. [8]), and to be amenable to modifications that greatly facilitate big-data inference (this work and [8, 7]). It is to be hoped that with further study, new variants and modifications will be discovered that will bring ECMC even closer to mainstream use. Being simple to tune (as we saw above), ECMC has a great advantage over other efficient MCMC methods which require much labour before they can be made to run efficiently, e.g. HMC; while our final examples show that choosing an appropriate mass matrix can improve the algorithm significantly, in some cases it performs well (or better) even without this tuning.

As for the two ECMC algorithms we have considered, based on our experiments we conclude that the reflection algorithm is superior. It is in many cases considerably faster, as it avoids the need to simulate a candidate event-time for each dimension. Furthermore, it is more flexible, as the mass matrix allows for knowledge about the correlation between variables to be taken into account, while the flip algorithm can account for at most relative scale. We therefore recommend that future effort be directed towards the improvement of the reflection algorithm.

Geometric type methods akin to those employed in Girolami and Calderhead [17] are a promising avenue for future research, although the reflection algorithm would need to be generalized to allow for a joint density of the form $\rho(x, v)=\psi(v \mid x) \pi(x)$, which will be a challenge. It is also appealing to extend the algorithm so as to be able to sample efficiently from distributions arising from hierarchical models (indeed, work on this is already underway). In our final example, it was seen that the reflection algorithm performed exceedingly well on a Poisson-Gaussian Markov random field. However, the example was simplified tremendously by the hyper-parameters being fixed - a method to sample from the joint distribution of the latent field and the hyper-parameters is not so evident. In the discrete-time MCMC setting, Gibbs sampler style algorithms are able to handle such tasks; something similar could be achieved for ECMC by modifying the marginal distribution of the velocity variables in ECMC. For example, if $x^{\prime}=(x, \alpha)$ where $\alpha$ is a vector of hyper-parameters, then if there were positive probability of drawing velocity vectors such as $v^{\prime}=\left(v_{1}, 0\right)$ and $v^{\prime \prime}=\left(0, v_{2}\right)$ where $v_{1}, v_{2}$ were of the same dimension as $x, \alpha$ respectively; this would yield a Gibbs flavoured set-up that would make sampling feasible for hierarchical models.

We finish by making some final comments on the limitations of the ECMC methods and variants which we have considered. As mentioned at the end of Section 5 , the control
variate method - so successful for logistic regression - will not work unless the posterior resembles its Bernstein-von Mises approximation, which severely limits the usefulness of the method. This approximation will generally be excellent for large $n$, while for smaller $n$ the sub-sampling methods are largely unnecessary; in other scenarios it may be altogether inaccurate, e.g. for multi-modal distributions. The lack of structural flexibility (i.e. for hierarchical models etc.) is another concern, although we expect that this will quickly be addressed. Finally, an obvious difficulty is the need to simulate the non-homogeneous Poisson process. This feature of the algorithm means that each new distribution encountered presents a potentially serious obstacle - in some cases there may simply be no efficient way to draw the event-times. In some ways however, this is a less serious drawback than the tuning difficulties of HMC, because once a method is devised to sample from an intensity arising from a given distribution, tweaking the parameters involved will not alter the simulation method, whereas different model parameters/dimensions can mean totally different optimal tuning parameter settings for HMC.
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## 8 Appendix A: Expectations and ESS.

### 8.1 On Estimating Expectations and the Effective Sample Size.

The main objective of performing MCMC is the calculation of expectations of arbitrary functions with respect to the target distribution of interest. In our case the target distribution will be the marginal of the position variables $x-\pi(d x)$ - and so for a given ECMC trajectory $\Xi(t)=(X(t), V(t))$ on $[0, T]$ and function $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$, the expectation that we wish to evaluate can be expressed as

$$
\begin{equation*}
\pi(\varphi)=\mathbb{E}_{\pi}[\varphi]=\int_{\mathbb{R}^{d}} \varphi(x) \pi(d x) \tag{66}
\end{equation*}
$$

and by the results in Theorems 2.1 and 2.2, we may estimate this using

$$
\begin{equation*}
\widehat{\pi(\varphi)}=\frac{1}{T} \int_{0}^{T} \varphi(x(t)) d t \tag{67}
\end{equation*}
$$

Given a 'skeleton' of $n$ points consisting of the event times and the corresponding positions and velocities $\left\{t^{(i)}, X^{(i)}, V^{(i)}\right\}_{i \geq 0}^{n}$, i.e. the output of the ECMC algorithms, the path integral (67) may be expressed as the sum of integrals along straight line segments

$$
\begin{equation*}
\frac{1}{T} \sum_{i=1}^{n-1} \int_{0}^{\tau^{(i)}} \varphi\left(x^{(i-1)}+t v^{(i-1)}\right) d t \tag{68}
\end{equation*}
$$

where $\tau^{(i)}=T^{(i)}-T^{(i-1)}$. In many cases, such as when estimating the moments of a component of $x$ (i.e. $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}, x \mapsto x_{i}^{\alpha}$ for $\alpha \in \mathbb{R}$ ), these integrals will be available in closed form. When this is not the case, there are two options. The first is to approximate the univariate integrals in (68) using numerical methods, e.g. quadrature. The alternative is to approximate using an evenly spaced grid of time points, i.e. set

$$
\begin{equation*}
\widehat{\pi(\varphi)}=\frac{1}{L} \sum_{l=0}^{L-1} \varphi(l \Delta) \tag{69}
\end{equation*}
$$

where $\Delta>0$ is the width of the time intervals and $L=1+\lfloor T / \Delta\rfloor([8])$. Letting $P_{t}((x, v), \cdot)$ denote the continuous time Markov kernel of the ECMC algorithm, we remark ([7]) that (69) effectively corresponds to a Monte Carlo estimate of the expectation with respect to the discrete time Markov chain with transition kernel $\widetilde{P}((x, v), \cdot)=P_{\Delta}((x, v), \cdot)$. We echo Bierkens et al. [7] in emphasizing that (69) is no longer a Monte Carlo estimate if the grid size is not uniform. In particular, it is invalid to simply use the event times and positions as Monte Carlo samples - as pointed out in [7], these points are of course heavily biased towards the tails of the distribution, where flipping/reflection events become more likely.

These two approximation methods indicate two corresponding methods of estimating the effective sample size of a trajectory. If one uses a discretely subsampled set of $N$
points as Monte Carlo samples, then one may of course simply estimate the ESS as

$$
\begin{equation*}
N_{e f f}=\frac{N}{\left(1+2 \sum_{k=1}^{\infty} \rho_{k}\right)}, \tag{70}
\end{equation*}
$$

and use traditional methods to estimate $\left(1+2 \sum_{k=1}^{\infty} \rho_{k}\right)$, the integrated autocorrelation time (IACT). When the integral (67) is analytically tractable, it is convenient to estimate the ESS using the following method, which is detailed in Bierkens et al. [7] - we closely follow their exposition below.

Suppose that the central limit theorem holds for continuous trajectory $\{\varphi(x(t))\}_{t \geq 0}$, i.e. that for $t \rightarrow \infty$ we have

$$
\begin{equation*}
\frac{1}{\sqrt{t}} \int_{0}^{t}\{\varphi(x(s))-\pi(\varphi)\} d s \rightarrow_{\mathcal{D}} \operatorname{Normal}\left(0, \sigma_{\varphi}^{2}\right) \tag{71}
\end{equation*}
$$

where the convergence is in distribution, and where $\sigma_{\varphi}^{2}$ denotes the asymptotic variance. The quantity $\sigma_{\varphi}^{2}$ can be estimated by dividing an observed trajectory $\{\varphi(x(t))\}_{0 \leq t \leq \tau}$ into $B$ batches of length $\tau / B$ as follows: for sufficiently large batch length the quantity

$$
\begin{equation*}
Y_{b}=\sqrt{\frac{B}{\tau}} \int_{(b-1) \tau / B}^{b \tau / B} \varphi(x(s)) d s \tag{72}
\end{equation*}
$$

for $b=1, \ldots, B$ is approximately distributed as $\mathrm{N}\left(\sqrt{\tau / B} \pi(\varphi), \sigma_{\varphi}^{2}\right)$. Assuming further that the $Y_{b}$ 's are approximately independent, which is not unreasonable if the batch lengths are large, then the estimate

$$
\begin{equation*}
\widehat{\sigma_{\varphi}^{2}}=\frac{1}{B-1} \sum_{b=1}^{B}\left(Y_{b}-\widehat{Y}\right)^{2} \tag{73}
\end{equation*}
$$

where $\widehat{Y}=\left(\sum_{b=1}^{B} Y_{b}\right) / B$ is consistent for $\sigma_{\varphi}^{2}$. Using the mean and variance estimates of $\varphi$

$$
\begin{align*}
\widehat{\pi(\varphi)} & =\frac{1}{\tau} \int_{0}^{\tau} \varphi(x(s)) d s  \tag{74}\\
\widehat{\operatorname{arar}_{\pi}(\varphi)} & =\frac{1}{\tau} \int_{0}^{\tau} \varphi(x(s))^{2} d s-(\widehat{\pi(\varphi)})^{2} \tag{75}
\end{align*}
$$

we may estimate the effective sample size using

$$
\begin{equation*}
N_{e f f}=\frac{\tau \widehat{\operatorname{Var}_{\pi}(\varphi)}}{\widehat{\sigma_{\varphi}^{2}}} . \tag{76}
\end{equation*}
$$

## 9 Appendix B: Python Code.

```
1
3 ### Flip algorithm for Gaussian distributions
### assumes mean is zero
### requires dimenson 'd', inverse of covariance
#### matrix 'Zinv', and the gamma parameter 'gamma'
7
8
### initialize the position
x_0 = np.array ([np.random.standard_normal((d,))])
## initialize the 'velocity'
v_0 = (2*np.floor ( 2*np.random.random_sample (d)) - 1)*speeds
## keep track of event times
T}=
Time1 = np.array (np.zeros((Niter +1,)))
##initialize all
X = np.array (np.zeros((Niter +1,d)))
V = np.array (np.zeros((Niter +1,d)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v}=\mp@subsup{v}{-}{}
##if desired, keep track of event types
forceFlip = 0
trueFlip = 0
startTime = time.time()
for i in range(1,Niter +1):
    tauList = np.array (np.zeros((d,)))
    tau2List = np.array (np.random.exponential(1/gamma, d))
    for j in range(0, d):
            discrim}=\operatorname{max}(0,v[j]*np.dot(x, Zinv[j,:]) )**2 -2*v[j]*np.dot(v,Zinv[
        ,:])*math.log(np.random.rand (1))
            if discrim > 0:
                tauList[j] = (-np.dot (x, Zinv [j,:]) /np.dot(v, Zinv[j,:])
                +1/(v[j]*np.dot(v, Zinv[j,:]))*math.sqrt(discrim ))
            else:
            tauList[j] = tau2List[j]
        tau1 = min(tauList)
        tau2= min(tau2List)
        tauList = np.minimum(tauList, tau2List)
        if tau1< tau2:
            trueFlip = trueFlip + 1
```

```
        else:
        forceFlip = forceFlip + 1
    tau}=\operatorname{min}(tau1,\mathrm{ tau2)
    x = x + tau*v
    v}=\textrm{v}*(1-2*(tauList=min(tauList))
    X[i,:] = x
    V[i,:] = v
    Time1[i] = Time1[i-1] + tau
### compute the total computation time
timeFlip = time.time() - startTime
### total 'time'
t = Time1 [-1]
#### estimate first two moments from entire chain
Lag_time = Time1[1:Niter +1] - Time1[0:Niter]
firstMoment = ((1/t)*(np.dot(Lag_time,X[0:Niter,:])
+(1/2)*np.dot (Lag_time**2,V[0:Niter])))
secondMoment =((1/t) * (np.dot(Lag_time, X[0:Niter,:]**2)
+ np.dot(Lag_time**2,X[0:Niter,:]*V[0:Niter])
+(1/3)*np.dot(Lag_time **3,V[0:Niter]**2)))
mu_hat1 = firstMoment
sigSq_hat1 = secondMoment - firstMoment**2
### Reflection algorithm for Gaussian distributions
### shown is the version that uses a non-diagonal mass matrix
### requires refreshment parameter 'Lref', inverse of
### target covariance matrix 'Zinv', mass matrix 'M', and Cholesky
### decomposition of M 'rootM'.
### initialization
x_0 = np.array ([np.random.standard_normal ((d, ))])
v_0 = np.dot(rootM,np.random.standard_normal ((d,)))
T=0
Time = np.array (np.zeros((Niter +1,)))
X = np.zeros((Niter +1,d))
V = np.zeros((Niter +1,d))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0
101 ### keep track of event types
```

98
99
100

```
Refresh \(=0\)
Bounce \(=0\)
startTime = time.time ()
for i in range(1,Niter +1 ):
    if np. \(\operatorname{dot}(\mathrm{v}, \mathrm{np} \cdot \operatorname{dot}(\operatorname{Zinv}, \mathrm{x} \cdot \mathrm{T}))>=0\) :
        \(\mathrm{t} 1=((-\mathrm{np} \cdot \operatorname{dot}(\mathrm{v}, \mathrm{np} \cdot \operatorname{dot}(\operatorname{Zinv}, \mathrm{x} \cdot \mathrm{T}))\)
        + math.sqrt(np.dot(v,np.dot(Zinv, x.T)) \(* * 2\)
        \(-2 * n p \cdot \operatorname{dot}(\mathrm{v}, \mathrm{np} \cdot \operatorname{dot}(\operatorname{Zinv}, \mathrm{v} \cdot \mathrm{T})) *\) math. \(\log (\mathrm{np} \cdot \operatorname{random} \cdot \operatorname{rand}(1))))\)
        / np.dot(v, np.dot(Zinv, v.T)))
        else:
            \(\mathrm{t} 1=((-\mathrm{np} \cdot \operatorname{dot}(\mathrm{v}, \mathrm{np} \cdot \operatorname{dot}(\operatorname{Zinv}, \mathrm{x} \cdot \mathrm{T}))\)
            + math.sqrt( \(-2 *\) np. \(\operatorname{dot}(\mathrm{v}, \mathrm{np} . \operatorname{dot}(\) Zinv, \(\mathrm{v} . \mathrm{T}))\)
            *math. \(\log (n p . r a n d o m . r a n d(1))))\)
            / np. \(\operatorname{dot}(\mathrm{v}, \mathrm{np} \cdot \operatorname{dot}(\) Zinv, v.T) \()\) )
        \(\mathrm{t} 2=\mathrm{np}\). random.exponential(1/Lref)
        \(\mathrm{t}=\min (\mathrm{t} 1, \mathrm{t} 2)\)
        \(\mathrm{x}=\mathrm{x}+\mathrm{t} * \mathrm{v}\)
        if t1 \(<=\mathrm{t} 2\) :
            Bounce \(=\) Bounce +1
            gradU \(=n p . \operatorname{dot}(x\), Zinv \()\)
            \(\mathrm{v}=\mathrm{v}-2 * \mathrm{np} \cdot \operatorname{dot}(\operatorname{gradU}, \mathrm{v} . \mathrm{T}) * \mathrm{np} \cdot \operatorname{dot}(\operatorname{gradU}, \mathrm{Z} \cdot \mathrm{T}) / \mathrm{np} . \operatorname{linalg} \cdot \operatorname{norm}(\mathrm{np} \cdot \operatorname{dot}(\)
        \(\operatorname{rootM} . \mathrm{T}, \operatorname{gradU} . \mathrm{T})) * * 2\)
        else:
            Refresh = Refresh + 1
            \(\mathrm{v}=\mathrm{np} \cdot \operatorname{dot}(\) rootM, np.random.standard_normal((d,)))
        \(\mathrm{X}[\mathrm{i},:]=\mathrm{x}\)
        \(\mathrm{V}[\mathrm{i},:]=\mathrm{v}\)
        Time \([\mathrm{i}]=\) Time \([\mathrm{i}-1]+\mathrm{t}\)
\#\#\# running time
timeRefl \(=\) time.time () - startTime
\#\#\# total 'time'
\(\mathrm{t}=\) Time \([-1]\)
\#\#\# compute all the moments
Lag_time \(=\) Time \([1:\) Niter +1\(]-\) Time \([0:\) Niter \(]\)
firstMoment \(=((1 / \mathrm{t}) *(\mathrm{np} . \operatorname{dot}(\) Lag_time, \(\mathrm{X}[0:\) Niter,\(:])\)
\(+(1 / 2) *\) np. \(\operatorname{dot}(\) Lag_time \(* * 2, \mathrm{~V}[0:\) Niter \(])))\)
secondMoment \(=((1 / \mathrm{t}) *(\mathrm{np} . \operatorname{dot}(\) Lag_time, \(\mathrm{X}[0:\) Niter,\(:] * * 2)\)
\(+\mathrm{np} \cdot \operatorname{dot}(\operatorname{Lag}\) time \(* * 2, \mathrm{X}[0:\) Niter,\(:] * \mathrm{~V}[0:\) Niter \(])\)
\(+(1 / 3) *\) np.dot \((\) Lag_time \(* * 3, \mathrm{~V}[0:\) Niter \(] * * 2)))\)
```

```
mu_hat1 = firstMoment
sigSq_hat1 = secondMoment - firstMoment**2
#### algorithms for logistic regression
import numpy as np
import numpy.random as npr
import math
import pandas as pd
import time
import matplotlib.pyplot as plt
import statsmodels.api as sm
from matplotlib.patches import Polygon
### simulate from a Poisson process with intensity a + bt
def affinePois(a,b):
    return((1/b)*(-a + math.sqrt(a**2 - 2*b*math.log(np.random.rand(1)))))
def logisticFun(a):
    return math.exp(a)/(1 + math.exp(a))
### gradient function (obs J)
def gradU(x,y,J,iota):
    return(iota[J,:]*(logisticFun((iota[J,:]*x).sum()) - y[J]))
### This code belongs to Ryan Adams, and can be found at
## https://hips.seas.harvard.edu/blog/2013/03/03/
## the-alias-method-efficient-sampling-with-many-discrete-outcomes/
def alias_setup(probs):
    K = len(probs)
    q = np.zeros(K)
    J = np.zeros(K, dtype=np.int)
    # Sort the data into the outcomes with probabilities
    # that are larger and smaller than 1/K.
    smaller = []
    larger = []
    for kk, prob in enumerate(probs):
        q[kk] = K*prob
        if q[kk]< 1.0:
            smaller.append(kk)
        else:
            larger.append(kk)
    # Loop though and create little binary mixtures that
    # appropriately allocate the larger outcomes over the
    # overall uniform mixture.
    while len(smaller) > 0 and len(larger) > 0:
        small = smaller.pop()
```

```
        large = larger.pop()
        J[small] = large
        q[large] = q[large] - (1.0 - q[small])
        if q[large] < 1.0:
            smaller.append(large)
        else:
            larger.append(large)
    return J, q
def alias_draw(J, q):
    K = len(J)
    # Draw from the overall uniform mixture.
    kk = int(np.floor(npr.rand ()*K))
    # Draw from the binary mixture, either keeping the
    # small one, or choosing the associated larger one.
    if npr.rand() < q[kk]:
        return kk
    else:
        return J[kk]
### flip method, naive sub-sampling
### parameters are as follows:
### R - num obs, d - dimension, Niter - num iterations
### y - observed data, iota - design matrix
### x_star - mle, gamma - refreshment parameter
### parameters are the same for the other methods.
def cycleZZnaive(R,d,Niter,y,iota, x_star, gamma):
    gammas = np.ones((d,))*gamma
    bounds = np.max(iota, axis = 0)
    x_0 = x_star
    v_0 = 2*np.floor(2*np.random.random_sample(d)) - 1
    Time = np.array (np.zeros((Niter +1,)))
    X = np.array (np.zeros((Niter +1,d)))
    V = np.array (np.zeros((Niter +1,d)))
    X[0,:] = x_0
    V[0,:] = v_0
    x = x_0
    v = v_0
    startTime = time.time()
```

```
    for i in range(1, Niter + 1):
        tauList = np.zeros((d,))
        for j in range(0,d):
            tauList[j] = np.random.exponential
            (1/(R*bounds[j] + gammas[j]))
        j_0 = int(tauList.argmin())
        tau = tauList[j-0]
        x = x + tau*v
        Time[i] = Time[i-1] + tau
        ### naive subsampling
        if np.random.random_sample(1)< (R*bounds[j_0])
        /((R*bounds[j-0] + gammas[j-0])):
            k = int(np.floor(np.random.rand (1)*R))
            if np.random.rand (1) < (max (0,v[j-0]*
            (gradU(x,y,k,iota)[j-0])))/(bounds[j-0]):
            v}=\textrm{v}*(1-2*(tauList = min(tauList)))
        else:
            v[j-0] = -v[j-0]
        X[i,:] = x
        V[i,:] = v
    tZZ = time.time() - startTime
### the rest is contained in each function call, but is
####shown only in this example
    t = Time[-1]
## compute moments
    Lag_time = Time[1:Niter +1] - Time[0:Niter]
    firstMoment = ((1/t)*(np.dot(Lag_time,X[0:Niter,:])
+(1/2)*np.dot(Lag_time**2,V[0:Niter])))
    secondMoment =((1/t) * (np.dot(Lag_time,X[0:Niter,:]**2)
+ np.dot(Lag_time**2,X[0:Niter,:]*V[0:Niter])
+(1/3)*np.dot(Lag_time**3,V[0:Niter]**2)))
    mu_hat = firstMoment
    sigSq_hat = secondMoment - firstMoment**2
    realVar = sigSq_hat
    ### set number of batches
    B = 200
    batchTime = t/B
```

```
batchIndices = np.zeros((B+1,))
index = 0
for i in range(1,B+1):
    index = index + np.array((Time[index:]
        <= batchTime*i).nonzero()).max()
    batchIndices[i] = index
## compute the mean in each batch
batchMeans = np.zeros((B,d))
if (batchIndices[B] = Niter - 1):
    for j in range (0,B):
        firstMoment = ((B/t)*(np.dot(Lag_time
            [int(batchIndices[j]):int(batchIndices[j+1])+1],
            X[int(batchIndices[j]):int(batchIndices[j+1]) +1,:])
            +(1/2)*np.dot(Lag_time[int(batchIndices[j])
            :int(batchIndices[j+1])+1]**2,V[int(batchIndices[j])
            :int(batchIndices[j+1])+1])))
            mu_hat = firstMoment
            batchMeans[j,:] = mu_hat
else:
    for j in range(0,B):
            if j < B-1:
                    firstMoment = ((B/t)*(np.dot(Lag_time
                    [int(batchIndices[j]):int(batchIndices[j+1])+1]
                    ,X[int(batchIndices[j]):int(batchIndices[j+1]) +1,:])
                    +(1/2)*np.dot(Lag_time[int(batchIndices[j])
                    :int(batchIndices[j+1])+1]**2,V[int(batchIndices[j])
                    :int(batchIndices [j+1])+1])))
            else:
                    firstMoment = ((B/t)*(np.dot
                    (Lag_time[int(batchIndices[j]):int(batchIndices[j+1])+1]
                    ,X[int(batchIndices[j]):int(batchIndices[j+1]),:])
            +(1/2)*np.dot(Lag_time[int(batchIndices[j])
            :int(batchIndices[j+1])+1]**2,V[int(batchIndices[j])
            :int(batchIndices[j+1])])))
Yvec = math.sqrt(B/t)*batchMeans
Ybar = np.mean(Yvec, axis = 0)
Y = (Yvec - Ybar)**2
sigHat = (1/(B-1))*np.sum(Y, axis = 0)
```

```
sampleSizes = t*(realVar/sigHat)
ESSs = np.mean(sampleSizes)/tZZ
    return (ESSs,np.mean(sampleSizes), tZZ)
### flip method, informed sub-sampling
def cycleZZalias(R,d,Niter,y, iota, x_star,gamma):
    gammas = np.ones ((d,)) *gamma
    data}=np.vstack((y, iota.T)).T 
    c0}=\operatorname{data}[:,0]=
    c1 = data [:,0] =1
    iota 0 = data[c0, 1:(d+1)].sum(axis = 0)
    iota1 = data[c1, 1:(d+1)].sum(axis = 0)
    aliasVector0}=(\operatorname{iota}/\operatorname{iota}0)*(1-y.reshape(R,1)
    aliasVector1 = (iota/iota1)*y.reshape (R,1)
    J_zero = np.zeros ([d,R])
    Q_zero = np.zeros([d,R])
    J_one = np.zeros([d,R])
    Q_one = np.zeros([d,R])
    for ii in range(d):
            J_zero[ii,:], Q_zero[ii, :] = alias_setup(aliasVector0[:, ii ])
            J_one[ii,:], Q_one[ii,:] = alias_setup(aliasVector1[:, ii ])
    x_0 = x_star
    v_0}=2*np.floor (2*np.random.random_sample(d)) - 1
    Time = np.array (np.zeros((Niter +1,)))
    X = np.array (np.zeros((Niter +1,d)))
    V = np.array (np.zeros((Niter +1,d)))
    X[0,:] = x_0
    V[0,:] = v_0
    x = x_0
    v = v_0
    startTime = time.time()
    for i in range(1,Niter +1):
        chi = np.array(np.zeros([d]))
        for ii in range(0,d):
            if v[ii] < 0:
                chi[ii] = np.abs(v[ii])*iota1[ii]
```

```
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```
            else:
```

            else:
                    chi[ii] = np.abs(v[ii])*iota0[ii]
                    chi[ii] = np.abs(v[ii])*iota0[ii]
            tauList1 = np.zeros((d,))
            tauList1 = np.zeros((d,))
            tauList2 = np.zeros ((d,))
            tauList2 = np.zeros ((d,))
            for ii in range(0,d):
            for ii in range(0,d):
                tauList1[ii] = np.random.exponential(1/chi[ii ])
                tauList1[ii] = np.random.exponential(1/chi[ii ])
            tauList2[ii] = np.random.exponential(1/gammas[ii])
            tauList2[ii] = np.random.exponential(1/gammas[ii])
        j-0}=\operatorname{int}(tauList1.argmin())
        j-0}=\operatorname{int}(tauList1.argmin())
        j-1}=\operatorname{int}(tauList2.argmin())
    ```
        j-1}=\operatorname{int}(tauList2.argmin())
```




```
        x = x + tau*v
```

        x = x + tau*v
        Time[i] = Time[i - 1] + tau
        Time[i] = Time[i - 1] + tau
        if tau= tauList2[j-1]:
        if tau= tauList2[j-1]:
            v[j-1] = -v[j - 1]
            v[j-1] = -v[j - 1]
        else:
        else:
            if v[j-0]<0 :
            if v[j-0]<0 :
            r=int(alias_draw(J_one[j_0,:], Q_one[j_0,: ]))
            r=int(alias_draw(J_one[j_0,:], Q_one[j_0,: ]))
            else:
            else:
                r = int(alias_draw (J_zero[j_0,:], Q_zero[j_0,:]))
                r = int(alias_draw (J_zero[j_0,:], Q_zero[j_0,:]))
        if np.random.random_sample(1)< max(0,v[j_0]*gradU(x,y,r, iota)[j_0])
        if np.random.random_sample(1)< max(0,v[j_0]*gradU(x,y,r, iota)[j_0])
    /(abs(v[j_0])*iota [r, j_0]):
    /(abs(v[j_0])*iota [r, j_0]):
        v[j-0] = -v[j-0]
        v[j-0] = -v[j-0]
        X[i,:] = x
        X[i,:] = x
        V[i,:] = v
        V[i,:] = v
        tZZ = time.time() - startTime
        tZZ = time.time() - startTime
    ### here goes the rest
    ### here goes the rest
    return (ESSs,np.mean(sampleSizes),tZZ)
    return (ESSs,np.mean(sampleSizes),tZZ)
    
### flip method, control variates

### flip method, control variates

def cycleZZcv(R,d,Niter,y, iota, x_star,gamma):
def cycleZZcv(R,d,Niter,y, iota, x_star,gamma):
gammas = np.ones ((d,)) *gamma
gammas = np.ones ((d,)) *gamma
lipKs = np.zeros((d,))
lipKs = np.zeros((d,))
dataNorms = np.linalg.norm(iota, axis =1)
dataNorms = np.linalg.norm(iota, axis =1)
boundMat = (dataNorms*iota.T).T
boundMat = (dataNorms*iota.T).T
for i in range(0,d):
for i in range(0,d):
lipKs[i] = R*(1/4)*max(boundMat [:, i ] )
lipKs[i] = R*(1/4)*max(boundMat [:, i ] )
gradRefs = np.array(np.zeros((R,d)))

```
    gradRefs = np.array(np.zeros((R,d)))
```

```
for i in range(0,R):
    gradRefs[i,:] = gradU(x_star, y, i, iota)
    refGrad = np.sum(gradRefs, axis = 0)
#x_0 = x_star
x_0 = x_star
v_0 = 2*np.floor(2*np.random.random_sample(d)) - 1
Time = np.array (np.zeros((Niter +1,)))
X = np.array (np.zeros((Niter+1,d)))
V = np.array (np.zeros((Niter+1,d)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0
startTime = time.time()
for i in range(1, Niter + 1):
    A = (v*refGrad) *(v*refGrad > 0) + np.linalg.norm(x - x_star)*lipKs
    B = math.sqrt(d)*lipKs
    tauList = np.zeros((d,))
    tauList2 = np.zeros((d,))
    for j in range(0,d):
            tauList[j] = affinePois(A[j],B[j])
            tauList2[j] = np.random.exponential(1/gammas[j])
        j_0 = int(tauList.argmin())
        j_1 = int(tauList2.argmin())
        tau = min(tauList[j_0],tauList2[j_1])
        x = x + tau*v
        Time[i] = Time[i-1] + tau
        ### naive subsampling
        if tau = tauList[j-0]:
            k = int(np.floor(np.random.rand (1)*R))
            if np.random.rand(1)< (R*max (0,v[j-0]*(refGrad[j_0]/R
            + gradU(x,y,k,iota)[j-0] - gradRefs[k,j-0])))/(A[j-0] + tau*B[
j_0]):
        v[j-0]=-v[j-0]
        else:
            v[j_1] = -v[j_1]
        X[i,:] = x
        V[i,:]=v
```
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```
    tZZ = time.time() - startTime
```

    tZZ = time.time() - startTime
    return (ESSs,np.mean(sampleSizes),tZZ)
    return (ESSs,np.mean(sampleSizes),tZZ)
    
### flip method, informed sub-sampling, control variates

### flip method, informed sub-sampling, control variates

def cycleZZalcv(R,d,Niter,y,iota,gamma, x_star):
def cycleZZalcv(R,d,Niter,y,iota,gamma, x_star):
gammas = np.ones((d,))*gamma
gammas = np.ones((d,))*gamma
dataNorms = np.linalg.norm(iota, axis =1)
dataNorms = np.linalg.norm(iota, axis =1)
C_Mat = (1/4)*(dataNorms*iota.T).T
C_Mat = (1/4)*(dataNorms*iota.T).T
C_sums = np.sum(C_Mat, axis = 0)
C_sums = np.sum(C_Mat, axis = 0)
C_probvec = C_Mat/C_sums
C_probvec = C_Mat/C_sums
gradRefs = np.array(np.zeros((R,d)))
gradRefs = np.array(np.zeros((R,d)))
for i in range(0,R):
for i in range(0,R):
gradRefs[i,:] = gradU(x_star, y,i,iota)
gradRefs[i,:] = gradU(x_star, y,i,iota)
J_zero = np.zeros([d,R])
J_zero = np.zeros([d,R])
Q_zero = np.zeros([d,R])
Q_zero = np.zeros([d,R])
for ii in range(0,d):
for ii in range(0,d):
J_zero[ii,:], Q_zero[ii,:] = alias_setup(C_probvec[:, ii ])
J_zero[ii,:], Q_zero[ii,:] = alias_setup(C_probvec[:, ii ])
x_0 = x_star
x_0 = x_star
v_0 = 2*np.floor(2*np.random.random_sample(d)) - 1
v_0 = 2*np.floor(2*np.random.random_sample(d)) - 1
Time = np.array (np.zeros((Niter +1,)))
Time = np.array (np.zeros((Niter +1,)))
X = np.array (np.zeros((Niter+1,d)))
X = np.array (np.zeros((Niter+1,d)))
V = np.array (np.zeros((Niter+1,d)))
V = np.array (np.zeros((Niter+1,d)))
X[0,:] = x_0
X[0,:] = x_0
V[0,:] = v_0
V[0,:] = v_0
x = x_0
x = x_0
v = v_0
v = v_0
startTime = time.time()
startTime = time.time()
for i in range(1,Niter +1):
for i in range(1,Niter +1):
nx = np.linalg.norm(x-x_star)
nx = np.linalg.norm(x-x_star)
A = C_sums*nx
A = C_sums*nx
B = C_sums*math.sqrt(d)

```
        B = C_sums*math.sqrt(d)
```

566

```
                tauList1 = np.zeros((d,))
            tauList2 = np.zeros((d,))
            for ii in range(0,d):
            tauList1[ii] = affinePois(A[ii],B[ii])
            tauList2[ii] = np.random.exponential(1/gammas[ii])
        j-0 = int(tauList1.argmin())
        j_1 = int(tauList2.argmin())
        tau = min(tauList1[j-0], tauList2[j-1])
        x = x + tau*v
        Time[i] = Time[i-1] + tau
        if tau == tauList2[j-1]:
            v[j-1] = -v[j-1]
        else:
            r = int(alias_draw(J_zero[j_0,:], Q_zero[j_0,:]))
        if np.random.random_sample(1) < max (0,v[j-0]*(gradU(x,y,r,iota)[j_0]
    - gradRefs[r,j_0]))/(nx*C_Mat[r,j_0] + tau*math.sqrt(d)*C_Mat[r, j_0]):
        v[j-0] = -v[j-0]
        X[i,:] = x
        V[i,:] = v
    tZZ = time.time() - startTime
    return (ESSs,np.mean(sampleSizes),tZZ)
#### reflection, naive subsampling
def cycleBPSnaive(R,d,Niter,y,iota, x_star, Lref):
    bounds = np.max(iota, axis = 0)
    x_0 = x_star
    v_0 = np.array(np.random.standard_normal(d,))
    Time = np.array (np.zeros((Niter +1,)))
    X = np.array (np.zeros((Niter +1,d)))
    V = np.array (np.zeros((Niter +1,d)))
    X[0,:] = x_0
    V[0,:] = v_0
    x = x_0
    v = v_0
    startTime = time.time()
    for i in range(1, Niter + 1):
        tau = np.random.exponential(1/(R*np.dot(abs(v),bounds)))
        tau2 = np.random.exponential(1/Lref)
```

```
        tau = min(tau,tau2)
        x = x + tau*v
        Time[i] = Time[i-1] + tau
        if tau == tau2:
            v = np.array(np.random.standard_normal(d,))
        else:
            k = int(np.floor(np.random.rand (1)*R))
            gU = iota[k,:]*(logisticFun((iota[k,:]*x).sum()) - y[k])
            if np.random.rand(1) < max(0,np.dot(v,gU))/(np.dot(abs(v),bounds
    )):
            v}=\textrm{v}-2*np.dot(gU,v)/(np.linalg.norm(gU)**2)*gU
        X[i,:] = x
        V[i,:] = v
    tBPS = time.time() - startTime
    return (ESSs,np.mean(sampleSizes),tBPS)
### reflection, informed subsampling
def cycleBPSalias(R,d,Niter,y,iota, x_star, Lref):
    data = np.vstack((y,iota.T)).T
    c0 = data [:,0] =0
    c1 = data[:,0]=1
    iota0 = data[c0, 1:(d+1)].sum(axis = 0)
    iota1 = data[c1,1:(d+1)].sum(axis = 0)
    aliasVector0 = (iota/iota0)*(1-y.reshape(R,1))
    aliasVector1 = (iota/iota1)*y.reshape(R,1)
    J_zero = np.zeros([d,R])
    Q_zero = np.zeros([d,R])
    J_one = np.zeros([d,R])
    Q_one = np.zeros([d,R])
    for ii in range(d):
        J_zero[ii,:], Q_zero[ii,:] = alias_setup(aliasVector0[:, ii])
        J_one[ii,:], Q_one[ii,:] = alias_setup(aliasVector1[:, ii])
    x_0 = x_star
    v_0 = np.random.standard_normal ((d,))
    Time = np.array (np.zeros((Niter +1,)))
    X = np.array (np.zeros((Niter +1,d)))
    V = np.array (np.zeros((Niter +1,d)))
```

```
6 6 9
6 7 0
6 7 1
6 7 2
6 7 3
6 7 4
6 7 5
6 7 6
677
6 7 8
6 7 9
```

X[0,:] = x_0

```
X[0,:] = x_0
V[0,:] = v_0
V[0,:] = v_0
    x = x_0
    x = x_0
    v = v_0
    v = v_0
    startTime = time.time()
    startTime = time.time()
    for i in range(1,Niter +1):
    for i in range(1,Niter +1):
    chi = 0
    chi = 0
    q = np.array(np.zeros([d]))
    q = np.array(np.zeros([d]))
    for ii in range(0,d):
    for ii in range(0,d):
        if v[ii]<0:
        if v[ii]<0:
            chi = chi + np.abs(v[ii])*iotal[ii]
            chi = chi + np.abs(v[ii])*iotal[ii]
            q[ii] = np.abs(v[ii])*iota1[ii]
            q[ii] = np.abs(v[ii])*iota1[ii]
        else:
        else:
            chi = chi + np.abs(v[ii])*iota0[ii]
            chi = chi + np.abs(v[ii])*iota0[ii]
            q[ii] = np.abs(v[ii])*iota0[ii]
            q[ii] = np.abs(v[ii])*iota0[ii]
        q}=\textrm{q}/\textrm{q}\cdot\operatorname{sum()
        q}=\textrm{q}/\textrm{q}\cdot\operatorname{sum()
        tau = np.random.exponential(1/(Lref + chi))
        tau = np.random.exponential(1/(Lref + chi))
        x = x + tau*v
        x = x + tau*v
    Time[i] = Time[i-1] + tau
    Time[i] = Time[i-1] + tau
    u = np.random.random_sample(1)
    u = np.random.random_sample(1)
    if u<chi/(chi + Lref): ## ii) if j = 1
    if u<chi/(chi + Lref): ## ii) if j = 1
    ## draw k from q(k)
    ## draw k from q(k)
        k = int(np.random.multinomial(1, q, size=1).ravel().nonzero()
        k = int(np.random.multinomial(1, q, size=1).ravel().nonzero()
    [0])
    [0])
        ## draw r from q(r|k)
        ## draw r from q(r|k)
        if v[k]< 0 :
        if v[k]< 0 :
            r = int(alias_draw(J_one[k,:],Q_one[k,:]))
            r = int(alias_draw(J_one[k,:],Q_one[k,:]))
            else:
            else:
            r = int(alias_draw(J_zero[k,:], Q_zero[k,:]))
            r = int(alias_draw(J_zero[k,:], Q_zero[k,:]))
            gradU = (logisticFun((iota[r,:]*x).sum()) - y[r])*iota[r,:]
            gradU = (logisticFun((iota[r,:]*x).sum()) - y[r])*iota[r,:]
            chi_r = np.dot((v*((-1)**y[r]) >= 0), (iota[r,:]*abs(v)).T)
            chi_r = np.dot((v*((-1)**y[r]) >= 0), (iota[r,:]*abs(v)).T)
            if np.random.random_sample(1)< max(0,np.dot(gradU,v))/chi_r :
            if np.random.random_sample(1)< max(0,np.dot(gradU,v))/chi_r :
            v = v - 2*(gradU*v).sum()/(np.linalg.norm(gradU) **2)*gradU #
            v = v - 2*(gradU*v).sum()/(np.linalg.norm(gradU) **2)*gradU #
# Else
# Else
    else:
    else:
        v = np.random.standard_normal((d,))
        v = np.random.standard_normal((d,))
    X[i,:] = x
    X[i,:] = x
    V[i,:] = v
```

    V[i,:] = v
    ```
```

tBPS = time.time() - startTime
t = Time[-1]
return (ESSs,np.mean(sampleSizes),tBPS)

### reflection method, control variates

def cycleBPScv(R,d,Niter,y,iota, Lref,x_star):
lipKs = np.zeros((d,))
dataNorms = np.linalg.norm(iota, axis =1)
boundMat = (dataNorms*iota.T).T
for i in range(0,d):
lipKs[i] = R*(1/4)*max(boundMat[:, i ] )
gradRefs = np.array(np.zeros((R,d)))
for i in range(0,R):
gradRefs[i,:] = gradU(x_star,y,i,iota)
refGrad = np.sum(gradRefs, axis = 0 )
x_0 = x_star
v_0 = np.array(np.random.standard_normal(d,))
Time = np.array(np.zeros((Niter +1,)))
X = np.array (np.zeros((Niter+1,d)))
V = np.array (np.zeros((Niter+1,d)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0
startTime = time.time()
for i in range(1, Niter + 1):
A = max(0,np.dot(v,refGrad)) + np.linalg.norm(x - x_star)*np.dot(
lipKs,np.abs(v))
B = np.linalg.norm(v)*np.dot(lipKs,np.abs(v))
tau1 = affinePois(A,B)
tau2 = np.random.exponential(1/Lref)
tau = min(tau1,tau2)
x = x + tau*v
Time[i] = Time[i-1] + tau
if tau2< tau1:
v = np.array(np.random.standard_normal(d,))
\#\#\# naive subsampling
else:
k = int(np.floor(np.random.rand (1)*R))

```
```

                Ek = (refGrad /R + gradU (x,y,k,iota) - gradRefs[k,:])
            if np.random.rand(1) < R*max (0,np.dot(v,Ek))/(A + tau*B):
                v = v - 2*np.dot(Ek,v)/(np.linalg.norm(Ek)**2)*Ek
            X[i,:] = x
            V[i,:] = v
    tBPS = time.time() - startTime
    t = Time[-1]
    return (ESSs,np.mean(sampleSizes),tBPS)
    
### reflection with control variates - informed ss

def cycleBPSalcv(R,d,Niter,y,iota, Lref,x_star):
dataNorms = np.linalg.norm(iota, axis =1)
C_Mat = (1/4)*(dataNorms*iota.T).T
C_sums = np.sum(C_Mat, axis = 0)
C_probvec = C_Mat/C_sums
gradRefs = np.array(np.zeros((R,d)))
for i in range(0,R):
gradRefs[i,:] = gradU(x_star,y,i,iota)
J_zero = np.zeros([d,R])
Q_zero = np.zeros([d,R])
for ii in range(0,d):
J_zero[ii,:], Q_zero[ii,:] = alias_setup(C_probvec[:, ii ])
x_0 = x_star
v_0 = np.random.standard_normal((d,))
Time = np.array (np.zeros((Niter +1,)))
X = np.array (np.zeros((Niter +1,d)))
V = np.array (np.zeros((Niter +1,d)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0

```
```

    startTime = time.time()
    for i in range(1,Niter +1):
    nv = np.linalg.norm(v)
    nx = np.linalg.norm(x - x_star)
    A = np.dot(C_sums,abs(v))*nx
    B = np.dot(C_sums,abs(v))*nv
    q = np.array(np.zeros([d]))
    for ii in range(0,d):
        q[ii] = abs(v[ii])*C_sums[ii]
    q = q/q.sum()
    tau1 = affinePois(A,B)
    tau2 = np.random.exponential(1/(Lref))
    tau = min(tau1,tau2)
    x = x + tau*v
    Time[i] = Time[i-1] + tau
    if tau = tau1:## ii) if j = 1
    ## draw k from q(k)
            k = int(np.random.multinomial(1, q, size=1).ravel().nonzero()
    [0])
\#\# draw r from q(r|k)
r = int(alias_draw(J_zero[k,:], Q_zero[k,:]))
Er = (gradU (x,y,r,iota) - gradRefs[r,:])
if np.random.random_sample(1) < max(0,np.dot(Er,v))/(np.dot(
C_Mat[r,:], abs(v))*(tau*nv + nx)):
v = v - 2*np.dot(Er,v)/(np.linalg.norm(Er)**2)*Er
else:
v}=np.random.standard_normal((d,))
X[i,:] = x
V[i,:] = v
tBPS = time.time() - startTime
return (ESSs,np.mean(sampleSizes),tBPS)

### one example with a mass matrix will suffice

### 'M' is the mass matrix, 'rootM' is the Cholesky decomposition

def cycleBPSalcvM(R,d,Niter,y,iota, Lref, x_star,M, rootM):

```
```

dataNorms = np.linalg.norm(iota, axis =1)
C_Mat = (1/4)*(dataNorms*np.abs(iota.T)).T
C_sums = np.sum(C_Mat, axis = 0)
C_probvec = C_Mat/C_sums
gradRefs = np.array(np.zeros((R,d)))
for i in range(0,R):
gradRefs[i,:] = gradU(x_star,y,i,iota)
J_zero = np.zeros([d,R])
Q_zero = np.zeros([d,R])
for ii in range(0,d):
J_zero[ii,:], Q_zero[ii,:] = alias_setup(C_probvec[:, ii ])
x_0 = x_star
v_0 = np.dot(rootM,np.random.standard_normal((d,)).T)
Time = np.array (np.zeros((Niter +1,)))
X = np.array (np.zeros((Niter+1,d)))
V = np.array (np.zeros((Niter+1,d)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0
startTime = time.time()
for i in range(1,Niter +1):
nv = np.linalg.norm(v)
nx = np.linalg.norm(x - x_star)
A = np.dot(C_sums,abs(v))*nx
B = np.dot(C_sums,abs(v))*nv
q = np.array(np.zeros([d]))
for ii in range(0,d):
q[ii] = abs(v[ii])*C_sums[ii]
q}=\textrm{q}/\textrm{q}\cdot\operatorname{sum()

```
        tau1 \(=\operatorname{affinePois}(\mathrm{A}, \mathrm{B})\)
        tau2 \(=\) np.random.exponential \((1 /(\) Lref \())\)
        tau \(=\min (\) tau1, tau2)
        \(\mathrm{x}=\mathrm{x}+\mathrm{tau} \mathrm{*}_{\mathrm{v}}\)
        Time[i] \(=\) Time \([i-1]+\) tau
        if tau = taul: \#\# ii) if \(j=1\)
        \#\# draw \(k\) from \(q(k)\)
            \(\mathrm{k}=\operatorname{int}(\mathrm{np}\). random.multinomial(1, q, size=1).ravel().nonzero()
        [0])
            \#\# draw r from \(q(r \mid k)\)
            \(\mathrm{r}=\) int(alias_draw (J_zero[k,:], Q_zero \([k,:])\) )
            \(\operatorname{Er}=(\operatorname{gradU}(\mathrm{x}, \mathrm{y}, \mathrm{r}, \mathrm{iota})-\operatorname{gradRefs}[\mathrm{r},:])\)
            if np.random.random_sample (1) < max \((0, \mathrm{np} \cdot \operatorname{dot}(\operatorname{Er}, \mathrm{v})) /(\mathrm{np} \cdot \operatorname{dot}(\)
        C_Mat \([\mathrm{r},:], \operatorname{abs}(\mathrm{v})) *(\operatorname{tau} * \mathrm{nv}+\mathrm{nx})):\)
            \(\mathrm{v}=\mathrm{v}-2 * \mathrm{np} \cdot \operatorname{dot}(\operatorname{Er}, \mathrm{v}) /(\mathrm{np} . \operatorname{linalg} \cdot \operatorname{norm}(\mathrm{np} \cdot \operatorname{dot}(\operatorname{rootM} . \mathrm{T}, \mathrm{Er} . \mathrm{T}))\)
    **2) * np. \(\operatorname{dot}(\mathrm{M}, \mathrm{Er})\)
        else:
            \(\mathrm{v}=\mathrm{np} \cdot \operatorname{dot}(\) rootM, np.random.standard_normal((d,)).T)
        \(\mathrm{X}[\mathrm{i},:]=\mathrm{x}\)
        \(\mathrm{V}[\mathrm{i},:]=\mathrm{v}\)
\#\#\# code for random field example
import numpy as np
import time
import math
\#\#hyperparameters
\(\mathrm{d}=30\)
\(\operatorname{sig} 2=1.91\)
\(\mathrm{mu}=\mathrm{np} \cdot \log (126)-\operatorname{sig} 2 / 2\)
beta \(=1 / 6\)
\(\mathrm{s}=1 / \mathrm{d} * * 2\)
Lref \(=5\)
\#\# create the 900 x 900 cov matrix
\(\mathrm{Z}=\mathrm{np} \cdot \mathrm{zeros}((\mathrm{d} * * 2, \mathrm{~d} * * 2))\)
startTime \(=\) time. time ()
for \(n\) in range \((0, d * * 2)\) :
    \(n i=n p . c e i l((n+1) / d)\)
    \(\mathrm{nj}=(\mathrm{n}+1) \% \mathrm{~d}\)
    if \(\mathrm{nj}=0\) :
```

            nj = d
        for m in range(0,d**2):
        mi = np.ceil ((m+1)/d)
        mj = (m+1) % d
        if mj=0:
            mj = d
        Z[n,m] = np.sqrt((ni - mi)**2 + (nj - mj)**2)
    matTime = time.time() - startTime

### Fisher inf.

Z = sig 2*np.exp(-Z/(beta*d))
Zinv = np.linalg.inv(Z)
L = np.linalg.cholesky(Z)

### make the mass matrix

Lambda = np.zeros ((d**2,d**2))
for i in range(0,d**2):
Lambda[i,i] = s*math.exp (mu + Z[i,i])
G= Lambda + Zinv
M=np.linalg.inv(G)
for i in range(0,d**2):
for j in range(0,d**2):
if M[i,j] < 10**(-5):
M[i,j] = 0
006 rootM = np.linalg.cholesky (M)
1010 X = np.dot(L, np.random.standard_normal ((d**2,)).T) + mu
1012 Y = np.zeros ((d**2,))
for i in range(0,d**2):
Y[i] = np.random.poisson(s*np.exp(X[i]))
latProc = s*np.exp(X)
1020 \#\#\# batch means estimator for HMC ESS

### generate the latent field X and data Y

def batchMeansNeff(X,N,B): \#\# assumes N/B is an integer
bMeans = np.zeros((B,))
m}=N/B\#\# batch siz

```
1004
1005
1007
1008
1009
1011
1017
1018
1019
1021
1022
1023
1024
```

    for i in range(0,B):
        bMeans[i] = np.sum(X[i*m:(i+1)*m])/m
    s = np.var(X, ddof = 1)
    s_batch = m*np.var(bMeans, ddof = 1)
    return(N*(s/s_batch))
    
### function to generate an arrival time from a Gaussian

### for simulation of event time of U_2(x) (see section 6.4)

def genGaussianTime(x,v,mu,Zinv):
x = x - mu
if np.dot(v,np.dot(Zinv,x.T)) >= 0:
t = ((-np.dot (v,np.dot (Zinv,x.T))
+math.sqrt(np.dot(v,np.dot(Zinv,x.T))**2
- 2*np.dot (v,np.dot(Zinv,v.T))*math.log(np.random.rand(1))))
/ np.dot(v,np.dot(Zinv,v.T)))
else:
t = ((-np.dot (v, np.dot(Zinv, x.T))
+math.sqrt(-2*np.dot(v,np.dot(Zinv,v.T))
*math. log(np.random.rand (1))))
/ np.dot(v,np.dot(Zinv,v.T)))
return(t)

### no mass (moment calculations, ess calculations left out

### as they are identical to the logistic case

def cycleRF(Y,Z,Zinv,mu,Niter, Lref):
x_0 = np.random.standard_normal ((d**2,))
v_0 = np.random.standard_normal ((d**2,))
Time = np.array (np.zeros((Niter +1,)))
X = np.array (np.zeros((Niter +1,d**2)))
V}=np.\operatorname{array (np.zeros((Niter +1,d**2)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0
startTime = time.time()
for i in range(1, Niter +1):
t1 = np.random.exponential(1/Lref)
t2 = genGaussianTime(x,v,mu,Zinv)
tauList = np.zeros ((d**2,))

```
1032
1033
1034
```

        for j in range(0,d**2):
            if v[j] > 0:
        tauList[j] = (1/v[j])*(math.log(-math.log(np.random.
    random_sample(1))/s + math.exp(x[j])) - x[j])
        elif Y[j]>0:
                tauList[j] = math.log(np.random.random_sample(1))/(Y[j]*v[j
    ])
            else:
        tauList[j] = np.inf
        t3 = min(tauList)
        tau= min(t1, t2,t3)
        x = x + tau*v
        Time[i] = Time[i-1] + tau
        if tau == t1:
            v = np.random.standard_normal((d**2,))
        else:
            gradU = np.dot(Zinv,(x - mu)) - Y + s*np.exp(x)
            v = v - 2*(np.dot(gradU ,v)/np.linalg.norm(gradU)**2)*gradU
        X[i,:] = x
        V[i,:] = v
    tBPS = time.time() - startTime
    return (ESSs,sampleSizes,,tBPS,Min,Med,Max, means,Vars)
    def cycleRFwMass(Y,Z,Zinv,mu, Niter, Lref,M, rootM):
x_0 = np.random.standard_normal ((d**2,))
v_0 = np.dot(rootM, np.random.standard_normal((d**2,)).T)
Time = np.array(np.zeros((Niter +1,)))
X = np.array(np.zeros((Niter +1,d**2)))
V = np.array (np.zeros((Niter +1,d**2)))
X[0,:] = x_0
V[0,:] = v_0
x = x_0
v = v_0
startTime = time.time()
for i in range(1,Niter +1):
t1 = np.random.exponential(1/Lref)
t2 = genGaussianTime(x,v,mu,Zinv)

```

\footnotetext{
Hamiltonian Dynamics' by Radford Neal
}
```

1175
1176
1177
1178
1179
1180
1181
1182

```
def HMCitM(U, grad_U, epsilon, L, current_q,d,Minv, rootM):
```

def HMCitM(U, grad_U, epsilon, L, current_q,d,Minv, rootM):
q = current_q
q = current_q
p = np.dot(rootM,np.random.standard_normal((d,)))
p = np.dot(rootM,np.random.standard_normal((d,)))
\# independent standard normal variates
\# independent standard normal variates
current_p = p
current_p = p
\# Make a half step for momentum at the beginning
\# Make a half step for momentum at the beginning
p = p- epsilon*grad_U(q)/2
p = p- epsilon*grad_U(q)/2
\# Alternate full steps for position and momentum
\# Alternate full steps for position and momentum
for i in range(1,L+1):
for i in range(1,L+1):
q = q + epsilon*np.dot(Minv,p)
q = q + epsilon*np.dot(Minv,p)
\# Make a full step for the momentum, except at end of trajectory
\# Make a full step for the momentum, except at end of trajectory
if (i!=L):
if (i!=L):
p = p - epsilon*grad_U(q)
p = p - epsilon*grad_U(q)
\# Make a half step for momentum at the end.
\# Make a half step for momentum at the end.
p = p - epsilon*grad_U(q)/2
p = p - epsilon*grad_U(q)/2
\# Negate momentum at end of trajectory to make the proposal symmetric
\# Negate momentum at end of trajectory to make the proposal symmetric
p = -p
p = -p
\# Evaluate potential and kinetic energies at start and end of trajectory
\# Evaluate potential and kinetic energies at start and end of trajectory
current_U = U(current_q)
current_U = U(current_q)
current_K = np.dot(current_p,np.dot(Minv,current_p))/2 \#\# identity mass
current_K = np.dot(current_p,np.dot(Minv,current_p))/2 \#\# identity mass
matrix
matrix
proposed_U = U(q)
proposed_U = U(q)
proposed_K = np.dot(p,np.dot(Minv,p))/2
proposed_K = np.dot(p,np.dot(Minv,p))/2
\# Accept or reject the state at end of trajectory, returning either
\# Accept or reject the state at end of trajectory, returning either
\# the position at the end of the trajectory or the initial position
\# the position at the end of the trajectory or the initial position
if (np.log(np.random.random_sample(1))}
if (np.log(np.random.random_sample(1))}
(current_U-proposed_U+current_K-proposed_K)):
(current_U-proposed_U+current_K-proposed_K)):
return (q) \# accept
return (q) \# accept
else:
else:
return (current_q) \# reject
return (current_q) \# reject
def HMCit(U, grad_U, epsilon, L, current_q,d):
def HMCit(U, grad_U, epsilon, L, current_q,d):
q = current_q
q = current_q
p = np.random.standard_normal((d,)) \# independent standard normal
p = np.random.standard_normal((d,)) \# independent standard normal
variates
variates
current_p = p
current_p = p
\# Make a half step for momentum at the beginning
\# Make a half step for momentum at the beginning
p = p- epsilon*grad_U(q)/2
p = p- epsilon*grad_U(q)/2
\# Alternate full steps for position and momentum
\# Alternate full steps for position and momentum
for i in range(1,L+1):
for i in range(1,L+1):
q=q+epsilon*p
q=q+epsilon*p
\# Make a full step for the momentum, except at end of trajectory
\# Make a full step for the momentum, except at end of trajectory
if (i!=L):
if (i!=L):
p = p - epsilon*grad_U(q)

```
            p = p - epsilon*grad_U(q)
```

```
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1227
```

    # Make a half step for momentum at the end.
    ```
    # Make a half step for momentum at the end.
    p = p - epsilon*grad_U(q)/2
    p = p - epsilon*grad_U(q)/2
    # Negate momentum at end of trajectory to make the proposal symmetric
    # Negate momentum at end of trajectory to make the proposal symmetric
    p = -p
    p = -p
    # Evaluate potential and kinetic energies at start and end of trajectory
    # Evaluate potential and kinetic energies at start and end of trajectory
    current_U = U(current_q)
    current_U = U(current_q)
    current_K = np.sum(current_p**2)/2 ## identity mass matrix
    current_K = np.sum(current_p**2)/2 ## identity mass matrix
    proposed_U = U(q)
    proposed_U = U(q)
    proposed_K = np.sum(p**2)/2
    proposed_K = np.sum(p**2)/2
    # Accept or reject the state at end of trajectory, returning either
    # Accept or reject the state at end of trajectory, returning either
    # the position at the end of the trajectory or the initial position
    # the position at the end of the trajectory or the initial position
    if (np.log(np.random.random_sample(1))}
    if (np.log(np.random.random_sample(1))}
    (current_U-proposed_U+current_K-proposed_K)):
    (current_U-proposed_U+current_K-proposed_K)):
        return (q) # accept
        return (q) # accept
    else:
    else:
        return (current_q)
        return (current_q)
### functions that HMC, RMHMC will call:
### functions that HMC, RMHMC will call:
#### energy, gradient respectively
#### energy, gradient respectively
def U(x): #### negative log density
def U(x): #### negative log density
    u1 = np.dot ((x - mu),np.dot(Zinv,(x-mu)))/2
    u1 = np.dot ((x - mu),np.dot(Zinv,(x-mu)))/2
    u2 = -np.sum(Y*x) + s*np.sum(np.exp(x))
    u2 = -np.sum(Y*x) + s*np.sum(np.exp(x))
    return u1 + u2
    return u1 + u2
def grad_U(x):
def grad_U(x):
    return -Y +s*np.exp(x) + np.dot(Zinv,(x-mu))
```

    return -Y +s*np.exp(x) + np.dot(Zinv,(x-mu))
    ```
```


[^0]:    "We can see but a short distance ahead, but we can see plenty that there needs to be done."

